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Introducao

A maioria das pessoas que acompanha os noticiarios de televisdo se lembrara de
ter visto, alguma vez, aimagem de uma pessoa com um capacete que, sem contato visual
com o mundo real, vivencia mundos artificialmente criados através deste estranho
dispositivo. Ainda que ndo sejam capazes de nomear aquilo que véem, estdo cientes da
existéncia ch Realidade Virtual. Ja a Realidade Misturada, Realidade Aumentada ou
Virtudidade Aumentada dizem respeito a ambientes e nomes ainda desconhecidos,
mesmo entre os profissionais de informética.

A potenciaidade de aplicacdo destas novas areas de estudo € bastante grande e,
como tantas outras advindas de inovagdes geradas pela informatica, estas tecnologias
trard0 mudancas na forma como as pessoas se relacionam com o0 mundo a sua volta.
Inimeras pesquisas ja estdo sendo desenvolvidas e seus beneficios podem ser aplicados
em areas bem distintas: na medicina, apoiando médicos em exames e cirurgias M
engenharia, facilitando o desenvolvimento de projetos e manutencdo; no comercio,

criando novos canais de venda e espagos para propagandas e, de uma maneira geral, em
toda atividade humana.

No caso deste trabaho em particular, serdo mostrados aspectos da Realidade
Aumentada em conjunto com duas outras areas igualmente promissoras. a Computacéo
Movel e o Trabalho Colaborativo Apoiado por Computador. Iniciadmente, seréo
apresentados 0s conceitos basicos necessarios para contextualizar e compreender o
escopo desta &rea de estudo. Em seguida, serdo relacionadas aplicacbes ja em fase
experimental ou ainda apenas visumbradas. Outro ponto a ser abordado neste trabalho
S80 0s principals aspectos da tecnologia sobre o qual se apdiam 0s novos recursos. Por
ualtimo, serdo apresentados exempl os de projetos de pesquisa que exploram as vantagens
e particularidades da Realidade Aumentada com as da Colaboragéo e da Mobilidade.



1. Conceitos Basicos

Ainda que a Realidade Aumentada seja pouco conhecida e que as pesquisas resta area
estejam apenas se iniciando, sua concepcdo € mais antiga do que a principio se poderia
supor. O primeiro experimento de Realidade Aumentada considerado como tal foi feito
por Sutherland ainda na década de 60, quando €le utilizou um capacete com visor
transparente no qual foram apresentadas imagens 3D.

A &ea de pesquisa formou-se, no entanto, apenas na década de 90, quando a
existéncia de um nimero maior de trabalhos possibilitou que ela fosse identificada e
caracterizada como um topico distinto de outros As pesquisas aceleraram-se a partir de
1997, quando um survey de Azuma [Azuma 1997] definiu este campo de estudo,
descreveu os principais problemas e relacionou os trabahos realizados até entdo. No
fina da década de 90, surgiram os primeiros workshops e simposios, bem como
organizagdes voltadas especificamente para a este tema  Outro fator que acelerou o
nimero de pesquisas na area foi a disponibilizacdo do ARToolKit [ARToolKit], uma
biblioteca para desenvolvimento rgpido de aplicagdes de Redlidade Aumentada.
Inicialmente desenvolvido na Universidade do Japdo, atuamente € suportado pela
Universidade de Washington, nos EUA, e pela Universidade de Canterbury, na Nova
Zdandia

A fim de compreender o que é Realidade Aumentada, € interessante situ&la no
contexto da Realidade Virtual, bem como verificar o que diferencia uma da outra.
Credita-se a Jaron Lanier, fundador da VPL Research Inc., o termo Realidade Virtual.
Na década de 1980, ele teria utilizado este termo para diferenciar as simulagdes
tradicionais dos mundos virtuais que ele tentava criar. A partir dai, muitas definicdes
foram propostas.

Aukstakanis (citado em [Vallino 1998]) afirma que a Realidade Virtual é um
ambiente tridimensional, interativo e gerado por computador no qual uma pessoa é
imersa. Para [Neto 2004], o termo refere-se, normalmente, a uma experiéncia imersiva e
interativa baseada em imagens gréficas 3D, geradas em tempo-real por computador.
Além disto, \arios pesguisadores explicitam que a Redlidade Virtua € uma interface
[Netto 2002].

Nas duas definicdes apresentadas estédo presentes elementos que, em conjunto,
caracterizam esta &ea de pesguisac 0 ambiente gerado por computador, a
tridimensionalidade e a interatividade (em tempo real). Filmes e animagdes, como até o
presente vém sendo feitos, ndo possuem interatividade e, portanto, ndo sdo considerados
Realidade Virtual. Outro aspecto a ser observado € quanto ao nivel de imersdo: embora a
desconexdo tota do mundo real sga o ambiente mais classico de Redidade Virtua e
esteja presente em algumas definicles, a imersio total nem sempre é exigida. Nestes
casos, jogos tridimensionais em computadores convencionais podem ser considerados
como Realidade Virtual.



Devido a caracteristicas de geracdo de imagens tridimensionais, de interatividade

e de utilizagdo de uma série de tecnologias, equipamentos e solugdes comuns, a
Realidade Aumentada é entendida como uma subarea da Realidade Virtual. De acordo
com [Santos 2001], o termo refere-se a composicéo de ambientes reais com ambientes
simulados. Para Indey [Insley 2003], ela € a melhoria do mundo real com textos,
imagens e objetos virtuais gerados por computador. Azuma [Azuma 2001] considera que
a Realidade Aumentada “suplementa o mundo real com objetos virtuais que parecem
coexistir no mesmo espaco do mundo real” e define um sistema de Realidade Aumentada
como sendo aquele que possui as seguintes caracteristicas:

combina objetos reais e virtuais num ambiente real;

opera interativamente, e em tempo real, e

registra (alinha) objetos reds e virtuais uns com os outros [Azuma2001]

Esta definicdo, ao contrario de outras, ndo restringe os sistemas de Readidade
Aumentada a fazerem uso de determinada tecnologia de apresentacdo, como a dos
capacetes HWD (Head-Worn Display). Também ndo imp&e o sentido da visdo, ja que,
potencialmente, todos os demais sentidos podem ter seus equivalentes virtuais. Ainda
outra observagdo sobre a definicdo de Azuma é que ele considera como parte da
Redlidade Aumentada o que outros pesquisadores denominam Realidade Mediada ou
Readlidade Diminuida, isto € a “remocdo” de objetos reais da cena. Por exemplo, a
inclusdo de um objeto virtua na frente de outro real tem o efeito de “subtrak10” e fazer
com gue este ndo seja percebido.

Em 1994, Milgram [Milgram 1994] prop0Gs uma taxonomia ao observar que o
termo Realidade Virtua vinha sendo aplicado a uma série de ambientes, nem sempre 0s
de imersdo total. Ele identificou que estes ambientes se encontravam em algum ponto do
que ele denominou “Virtuality Continuum”, ou um “Continuo de Virtualidade”, cuos
extremos sé0 0 Ambiente Real e a Realidade Virtual (figura 1). Entre um extremo e
outro, estd o que ele denominou de Realidade Misturada e definiu como sendo aquela em
gue “objetos do mundo real e do mundo virtua S0 apresentados juntos num Unico
digpositivo de apresentacdo, ou sgja, em qualguer local entre os extremos do continuum” .
Neste contexto, a Realidade Aumentada caracteriza-se pelo predominio do mundo real
sobre o virtual, enquanto que na Virtualidade Aumentada ocorre o predominio do virtual
sobreoreal.

I Mixed Reality (MR |
—-
Real Algmen ted Augmen ted irtual
Environment Beality (AR} Wirluaity (AW  Environment

Virtuality Continuum (V)

Figural—0O “Virtuality Continnum” proposto por Milgram



Embora Realidade Virtua e Realidade Aumentada sgam gradactes distintas de
um mesmo continuum e tenham muitos aspectos em comum, algumeas diferencas devem
ser ressdtadas. Em primeiro lugar estd a caracteristica de imersdo no sistema. A
Redlidade Aumentada, de acordo com as definicbes apresentadas, “aumenta” ou
“suplementa” a realidade com objetos virtuais. Em todos os momentos, portanto, é
preciso estar em contato com a visao do mundo real, que é a base e o pressuposto sobre 0
qual as aplicaghes sdo construidas. Ja a Redlidade Virtual, no seu sentido mais classico,
exige imersdo total e completo isolamento da realidade.

Outra diferenca € quanto a verossimilhanca e fidelidade de reprodugdo do mundo
red que as cenas e objetos virtuais sdo capazes de apresentar. No caso da Realidade
Virtual, especialmente com a imersdo total no mundo virtual, o gerador de cenas tem a
responsabilidade de produzir um ambiente que faga a substituicéo, de maneiramaisfiel e
tdo completamente quanto possivel, do mundo real. Em contra-partida, as aplicacbes de
Realidade Aumentada, além de requerem que um volume muito menor de objetos virtuais
sgja gerado, nem sempre exigem que estes sejam realistas. Embora se afirme que a meta
da Realidade Aumentada sgja a mistura indistinguivel de objetos reais e virtuais [Vallino
1998] [Azuma 2001], menus, textos e botdes, por exemplo, ndo precisam ser
necessariamente tridimensionais, sombreados ou corretamente iluminados.

Pelos mesmos motivos ha diferencas na qualidade dos dispositivos de
apresentacdo nos dois casos. Aqueles utilizados na Realidade Virtual devem possuir
excelente resolucdo para serem capazes de substituir satisfatoriamente 0 mundo real. Ja
os dispositivos necessarios em aplicagdes de Realidade Aumentada ndo possuem esta
demanda, e podem inclusive, ser monocromaticos.

Uma quarta diferenca que deve ser feita é quanto a questdo de registro
(ainhamento), crucial nas aplicagdes de Realidade Aumentada. Conforme sera discutido
na secdo “ Tecnologias’, combinar objetos reais e virtuais exige que estes Ultimos sgjam
ndo apenas corretamente, mas precisamente posicionadosem relagdo ao mundo real. Na
Realidade Virtual toda a cena é construida artificialmente e o posicionamento dos objetos
sS40 bem conhecidos.

Uma ultima diferenca a ser mencionada diz respeito ao volume de dados de
entrada e de saida em ambos 0s casos. As imagens geradas pelas aplicactes de Realidade
Virtual devem preencher, durante todo o tempo e com grande sentido de realidade, todo o
espaco visivel. Além disto, também devem ser reproduzidos os estimulos que seré&o
percebidos pelos demais sentidos. O volume dos dados de saida é muito grande se
comparado com os dados de entrada, que correspondem a alguns poucos sensores, Como
os do movimento do usuario. No caso da Realidade Aumentada, ocorre o contrério. O
volume de saida é reduzido: poucas imagens devem ser apresentadas, pois o sentido de
do murdo real deve dominar. O mesmo acontece com 0s estimulos que devem ser
produzidos para os demais sentidos. Por outro lado, as aplicagdes de Realidade
Aumentada possuem muitos dados de entrada: ha um grande nimero e variedade de
rastreadores produzindo dados que devem ser tratados com rapidez  Algumas aplicagdes
n&o assumem que 0 mundo real esta parado e devem adquirir informagdes de movimento



e profundidade dos objetos reais. Além disto, existem aplicagdes que lidam com bases de
dados contextualizadas, que se configuram como mais uma entrada no sistema. Sendo
assim, as aplicacOes de Realidade Aumentada devem tratar um grande volume de dados
de entrada, se comparado a quantidade dos dados que devem ser produzidos como saida.

As semelhancas e diferencas da Realidade Aumentada, em relacdo aos de
Realidade Virtual, caracterizam seus sistemas de forma Unica, inovadora e ainda pouco
explorada. A motivacéo para o desenvolvimento das aplicagOes de Realidade Aumentada
vem do potencia de recursos e beneficios que ela pode trazer nas diversas areas da
atividade humana, como seré apresentado na se¢éo a seguir.

2. Aplicacbes

Segundo Robinett (citado em [Azuma 1997]), a Realidade Aumentada pode ser usada em
qualquer situacdo que requeira a apresentacao de informagdo ndo diretamente disponivel
ou detectavel pelos sentidos humanose que a aplicagdo possa torna-la visivel (ou audivel,
tocével, etc.). Embora seja ainda pouco explorada, pesquisas em areas bastante distintas
jdvém sendo desenvolvidas.

A medicina é umaatividade em que o uso de imagens para fins de exame, cirurgia
e pesquisa cresce cada vez mais. Estas imagens tém a caracteristica observada por
Robinett, pois ndo sdo diretamente visiveis, a menos que 0s pacientes sejam operados.
Por este motivo, sistemas de Realidade Aumentada tém muito a oferecer a area médica.
Por exemplo, alocalizacdo mais precisa da regido a ser operada ou de onde exatamente se
encontra um feto no Utero pode oferecer uma precisdo muito maior do gque a atualmente
disponivel. A questdo crucial neste caso € quanto a demanda de registro extremamente
acurado: por exemplo, a agulha de uma bidpsia teré que chegar de maneira absolutamente
correta na regido a ser investigada, sob pena de produzir um resultado falso.

Outra area que tem natural interesse pela Realidade Aumentada € a area militar.
Em avides de guerra ja sdo apresentadas informacfes no péra-brisa da cabine ou em seu
capacete de vbo. Num treinamento simulado, pode se utilizar &reas reais e acrescentar
inimigos e construgdes virtuais, bem como situagdes perigosas como bombas e incéndios.
Em tempo de guerra, as informagbes adicionais providas através da Realidade
Aumentada dariam um diferencial significativo em relagdo a um inimigo desprovido
destatecnologia.

Um sgtema para treinamento simulado possui muitas semelhangas com diversos
jogos cujo objetivo € destruir o inimigo. O famoso Quake ja deu inicio, inclusive, uma
versao em Realidade Aumentada, 0 ARQuake [Piekarski 2002]. Os jogos, que s80 uma
area forte da Redidade Virtual, sGo naturais candidatos a adocdo ampla da Realidade
Aumentada. Outras atividades de entretenimento, bem como a arte, também oferecem
possibilidades inovadoras. Pintura virtual sobre objetos reais, brinquedos de montar que
misturam pecas reais e virtuais, espetaculos de circo e teatro e brincadeiras de crianga
poderdo gerar novas e instigantes situacbes. O livro MagicBook [Billinghurst 2001]
inclui objetos virtuais na sua histéria. Mais que isto, seus leitores podem optar por entrar



na opcdo de Realidade Virtual, imergindo totalmente neste ambiente. A partir dai os
demais leitores irdo vé-lo, no ambiente da Realidade Aumentada, como um avatar. No
esporte, sera possivel, por exemplo, ver alinha de impedimento de um jogo de futebol ou
assistir a uma corrida de carro com dados adicionais sobre os esportistas, velocidade e até
batimentos cardiacos.

Aplicagdes jaidentificadas na érea de engenharia, arquitetura e desenho industrial
s80 a construcdo de CADs 3D de maneira colaborativa. Modificagbes em prédios e
maquinas poderdo ser antevistas com estes novos recursos. Na area de instalacéo e
manutencdo, operadores podem ser guiados por objetos virtuais que indiguem os
proximos passos ou as pegas necessarias nagquele momento.  Manuais de produtos
poderdo se tornar, finalmente, mais féceis de serem seguidos. Sistemas de buscas de
informacfes sensiveis a contexto e de navegacdo em ambientes reais também sdo
aplicacdes de grande impacto, como sera mostrado na secéo 4.

Por ultimo, uma area que réo deixara de explorar exaustivamente os sistemas de
Realidade Aumentada € a do comércio. A inser¢éo de propagandas no espaco urbano
através de objetos virtuais sera muito mais barata, direcionada e flexivel, aém de torna-la
independente das legidagdes impostas pelas prefeituras. No setor de vendas, sera
possivel, por exemplo, experimentar mévels nasua prépria casa, vestir virtualmente uma
roupa ou experimentar um corte de cabelo novo antes de fazé-lo.

Um bom ponto de partida para conhecer os sstemas que vém sendo pesquisados
nesta area € no site do StudierStube [StudierStube], uma plataforma de desenvol vimento
usada em muitos projetos. As figuras na Ultima pégina deste trabalho ilustram aguns
deles. Observa-se, portanto, que a aplicactes possiveis sdo inlmeras mas, conforme sera
visto na proxima secdo, a tecnologia necesséaria para os sistemas de Realidade Virtual
funcionarem em larga escala néo é simples e ainda se encontra em fase experimental .



[lustracoes

As figuras a seguir ilustram as potencialidades da Realidade Aumentada em diversos
campos de atuagdo. Com excecdo do ARQuake, as figuras foram obtidas atraves do site

do StudierStube.




3. Tecnologias

Os ddemas de Realidade Aumentada deram origem a0 desenvolvimento e
aprimoramento de algumas tecnologias identificadas como necessé&rias para atender as
suas caracteristicas particulares. De acordo com Vallino [Vallino 1998], duas areas em
gue os pesquisadores focaram seus estudos foram no desenvolvimento de dispositivos de
apresentacdo que combinassem 0s objetos reais e virtuais e no estudo de solugdes para
melhorar a precisdo do registro. O problema do registro diz respeito a necessidade que se
tem, na Redidade Aumentada, de alinhar precisamente os objetos virtuais sobre os
objetos reais. Estas duas tecnologias que se configuram como desafios nesta area de
estudo, seréo abordadas nas proximas segoes.

3.1 Dispositivos de Apresentacao

A combinacéo de objetos virtuais e reais numa unica imagem é uma decisdo significativa
no desenvolvimento de um sistema de Redidade Aumentada. Inicialmente, duas
tecnologias foram desenvolvidas: a Gtica e a de video. A primeira proporciona maior
nivel de imersdo no mundo real por permitir que o usuario o veja diretamente, sem
equipamentos intermedidrios. JA no caso da tecnologia de video, o usuario vé a
Redidade Aumentada através de uma imagem de video através de diversos tipos de
equipamentos. Mais recentemente, uma nova tecnologia, a de projecdo, tem sido
estudada. Neste caso, 0s objetos virtuais sdo projetados diretamente nos objetos do
mundo redl.

Na tecnologia video-through, a configuracdo mais simples (figura 2) utiliza um
monitor comum ou um PDA (figura 3) através do qual a cena aumentada pode ser
visualizada. Neste caso, uma camera, estatica ou em movimento, captura as cenas do
mundo real. Esta cadmera tem sobre ela um rastreador, responsavel por informar ao
gerador de cenas sua posi¢cdo e orientacdo 0 que, por sua vez, ird determinar qual é a
imagem que esta sendo vista pela cBmera. De posse desta informagdo, o gerador de
cenas renderiza os objetos adequados aguela visdo do mundo real e os entrega a um
combinador, que realiza efetivamente a mistura das imagens e as transmte para o
monitor. No caso de se querer ter nocéo de profundidade, seréo necessérias 2 cameras e
0 usuario devera usar um ocul os estereoscopico.

Esta configuragdo, seja com monitor ou com um PDA, ndo prové um senso
grande de imersdo: 0 aumento de realidade se da apenas nos limites do monitor e, a volta
do usuario, uma outra cena do mundo real pode estar sendo vista. Um dispositivo que
prové maior imersdo € o capacete do tipo video-through HWD. A configuracéo (figura
4) é semelhante a do monitor mas, neste caso, a camera, montada sobre o capacete,
captura a imagem que esta sendo vista pelo usuério. O usuério vé o mundo aumentado
através de monitores posicionados na sua linha de visdo que estédo continuamente
recebendo a imagem combinada fornecida pelo compositor de video.
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Outro tipo de capacete é see-through HWM que utiliza a tecnologia ¢tica (figura5). Nos
capacetes deste tipo, 0 usuério vé arealidade aumentada através de uma lente posicionada
em angulo em relagdo a visdo dele. Esta lente é semi-transparente, deixando passar a
imagem do mundo real, e semi-reflexiva, para refletir as imagens virtuais que sdo
projetadas sobre ela por um monitor. Para saber que imagens virtuais devem ser
apresentadas, o gerador de cenas recebe os dados de posicionamento e orientacdo
coletados por rastreadores no capacete, da mesma forma que no capacete do tipo video-
through. E interessante observar que, neste caso, a combinacdo das imagens é feita
diretamente pelo proprio sistema 6tico do usuério.
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Figura5 — Tecnologia ¢tica: (a) configuragdo com HWM
(b) HWM [Azuma 1997]

Convém neste ponto fazer uma breve comparacdo entre os capacetes dos tipos
see-through e video-through. Em primeiro lugar, na tecnologia video-through, ha
necessariamente 0 delay correspondente ao tempo de um frame para que se possa
capturar a imagem do mundo real, misturala e apresenta-la a0 usuaio. Este tempo,
tipicamente de 33ms, pode ser usado para compensar atrasos que ocorram, por exemplo,
na geracdo da imagem virtual em relagdo a captura da real ou vice-versa. No caso da
tecnologia see-through, isto ndo ocorre, pois 0 usué&rio vé o mundo real diretamente e a
combinacdo das imagens so é feita no sistema 6tico do usuério.

Outro ponto importante a ser observado € que na tecnologia de video a imagem da
cena rea estd sempre sendo capturada pela cdmera. Esta imagem, conforme sera
discutido na proxima sedo, podera ser aproveitada para fins de registro. Ta
aproveitamento ndo pode ser feito com a tecnologia 6tica, a menos que se tenha o custo
adiciona de inserir uma camera no capacete.

Ainda outras questfes a serem observados s&o quarto a opacidade, resolucéo e
brilho. Natecnologia 6tica, ndo ha como prover opacidade completa, pois a lente sempre
deixa passar a luz vinda do mundo real. As imagens virtuas sempre aparecem
sobrepostas a imagem real e com aspecto de objeto transparente, como um “fantasma’”.
Também ndo ha como suprimir as imagens reais para obter-se a Realidade Mediada. Em



relacdo a resolucdo, a tecnologia de video limita a resolucdo a maxima com a qua o
sistema pode trabalhar, tanto para imagens reais quanto virtuais. No caso Gtico, a cena
real nunca sofrera diminuicdo de resolucdo. Ja o brilho pode ser melhor trabalhado na
tecnologia de video. Neste caso o gerador de cenas tem informacgdo sobre a luminosidade
da cena real e pode ajustar 0 brilho dos objetos virtuais. Isto € um problema na
tecnologia oGtica, pois 0 olho humano é capaz de ver mesmo com uma variagdo muito
grande da luz do ambiente, 0 que pode prejudicar a visdo dos objetos virtuais sobre os
reais se o brilho destes for muito diferente dos da cenareal.

No caso das tecnologias de projecdo, conforme mencionado anteriormente, 0s
objetos virtuais sdo projetados diretamente sobre objetos do mundo real (figura 6). Na
configuragdo mais simples, os objetos virtuais e reais sdo co-planares. Quando as
superficies sdo irregulares, sdo utilizados mudltiplos projetores cujas projecdes sdo
parcialmente sobrepostas.

Outra possibilidade é o uso de capacetes projetores combinados a uma preparacéo
prévia dos objetos sobre 0s quais a projecdo serd feita. Estes objetos sdo pintados com
um materia retroreflexivo, que reflete o raio luminoso na direcdo do angulo de
incidéncia. Algumas caracteristicas desta configuracdo sdo, em primeiro lugar, a de que
objetos que se interpdem na frente dos objetos preparados impedem a projecdo e
obscurecem os objetos virtuais. Outra caracteristica € a de que cada usuario pode ver,
sobre 0 mesmo objeto real, objetos virtuais diferentes. N&o ha mistura de projecoes
porque a reflexdo sO ocorre na diregdo do angulo de incidéncia, isto é, na direcdo do
usu&rio que o projetou. Uma terceira caracteristica desta solucdo é que ela pode
proporcionar a realidade mediada: para isto, 0 objeto que deve ser suprimido da realidade
deve ser preparado e, sobre ele, deve ser projetada a figura de outro objeto.

Figura6 — Tecnologias de projecéo
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3.2 Registro

O registro, ou o0 alinhamento dos objetos virtuais com a cenarea, é feito com o auxilio de
rastreadores. A fim de compreender bem este relacionamento, € interessante seguir todos
0s passos deste processo. O problema € saber em que posicéo e com qual orientacdo 0s
objetos virtuais deverdo ser colocados em relagdo a cena red. Para conhecer este
posicionamento, € necessario relacionar as coordenadas dos objetos virtuais e com as da
cenareal. Portanto, também € necessario saber qual € a posicéo e orientacdo da cena que
estd sendo vista pelo usuario. Para isto, € preciso conhecer a posicdo e a orientacéo da
cabeca do usudrio. E, finamente, para obter esta informacdo, 0s equipamentos
rastreadores devemser usados.

Existem vérios tipos de rastreadores, tais como mecanico, magnético,
ultrassonico, inercia e 6tico. Uma vez que cada um destes tipos possui pontos fracos
[Bishop 2001], vérias pesquisas tém utilizado uma solugdo hibrida, combinando dois
tipos de rastreadores no capacete do usuario. Outra solucdo adotada para identificar a
posicao, especialmente nas pesquisas de Realidade Aumentada em ambiente externo, é o
uso de sistemas de GPS em combinagdo com outro tipo de rastreador que determina a

orientagéo.

Uma opcgdo interessante para o rastreamento é o aproveitamento das imagens
capturadas pelas cameras dos dispositivos de apresentacdo. Através de padrdes visuais
colocados no ambiente, denominados marcadores ou fiducials (figura 7), o sistema pode
reconhecer a posi¢ao e orientacdo do usué&rio. A imagem capturada é analisada na busca
de um conjunto de padrdes, onde cada padréo estd associado a uma locaizacdo diferente
em uma determinada &rea. No caso de tecnologia 6tica, uma camera deve ser adicionada.

Figura 7 — Exemplos de marcadores
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O registro, ou o alinhamento dos objetos virtuais com a cena real, € um problema crucial
em sistemas de RA. Objetos mau posicionados ddo a impressdo de estarem “boiando” ou
de sumirem atrés de outros objetos (figura 8). O problema do registro ocorre porque o
olho humano € capaz de perceber inconsisténcias sutis no alinhamento dos objetos
virtuais em relacéo as reais. A diferenca de um pixel pode ser percebida, bem como
variagdes menores que um minuto de arco [Vallino 1998]. Este registro acurado ndo &
t80 necessario na Realidade Virtual, pois neste caso ndo ha contato com o mundo externo
para que comparagdes visuais sejam feitas. Por exemplo, se 0 usuario levanta a méo a
sua frente, um pequeno erro de posicionamento da méo virtual correspondente sera
ignorado pelo usuario. O homem, diante de conflitos entre 0 que ele sente de seu
movimento, peso ou tensdo e o que ele vé (chamados conflitos visual-cinético e visual-
proprioceptivo), optara por dar crédito a visdo. Na Realidade Aumentada, seguindo o
mesmo exemplo, a mao virtual sobreposta erradamente sobre a méo real seria facilmente
percebida, pois ele confia nas duas imagens e ndo sabe por qual delas optar.

No entanto, € importante observar que o desconforto visual causado pelo
alinhamento incorreto € um problema menor quando comparado a outros. A registro
acurado se torna ainda mais grave quando sistemas que demandam ata precisdo forem
usados na prética, como por exemplo, para furar pecas de mecanica fina ou para guiar
exames ecirurgias.

Figura8 — Efeitos de um mau registro:
objeto virtual se sobrepde ao objeto real

Esta necessidade de t&o alta de precisdo esbarra, entretanto, na existéncia de vérias fontes
causadoras de erros de registro. Estes fontes de erro podem ser de dois tipos: as estéticas,
isto é as que causam erros mesmo quando a cena vista pelo usuario e todos 0s seus
objetos estéo parados, e as dinamicas, cujo efeito s é sentido quando o ponto de vista do
usuario se altera ou quando os objetos comecam a se mover. Exemplos de erros estéticos
sd0 a distorcdo 6tica de lentes e cAmeras e 0 desalinhamento mecanico, por exemplo, dos
componentes de um capacete.

A principal fonte de erro de registro, no entanto, € dindmica. Ela refere-se ao
atraso fimra-fim do sistema, isto €, o tempo que leva entre o sistema de rastreamento
medir a posi¢do e orientacdo do ponto de vista do usuario e 0 momento em que a imagem
combinada final correspondente é apresentada. Esta fonte de erro ndo é desprezivel, ao
contrario, é responsavel por uma parcela superior a provocada por todas as demais fontes
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(Holloway, citado em Azuma [2001]). Normalmente, adota-se como regra que 1ms de
atraso causa 1mm de erro. Algumas técnicas para diminuir o atraso fimra-fim sdo
otimizar um ou mais passos do ciclo, predizer o proximo ponto de vistaou trabalhar com
imagens maiores do que as exibidas para o usuario, a fim de obter prontamente as
imagens proximas as bordas que aparecerdo na cena seguinte.

Por dltimo, é importante observar que, em ambientes internos e previamente
preparados, va&rios sistemas apresentam um excelente registro, embora outros ainda
precisem de avancos no rastreamento e calibragdo. No entanto, em ambientes externos a
questdo ainda é vista como um desafio. Na maioria das vezes, ndo é possivel colocar
marcadores em ambientes abertos, muitas vezes publicos. O uso de GPS n&o fornece a
precisdo t8o apurada e necessita de visada direta com os satélites. Quando isto ndo pode
ser feito, outro tipo de rastreador deve entrar em operacdo. Uma solucéo que vem sendo
adotada € a de rastrear objetos da cenareal previamente conhecidose que ndo se movem,
como horizonte, morros e prédios. Mas, 0 caso mas gera de o ambiente ser
desconhecido, esta técnica ndo pode ser usada. Ainda outras questfes a serem estudadas
S0 a de rastrear objetos que se movem no ambiente e conseguir rastreamentos de maior
alcance, tal que informacdes de profundidade possam ser usadas para a colocacdo dos
objetos virtuais na frente ou atrés dos objetos reais.

4. Projetos

Entre as vérias pesquisas que vém sendo feitas, uma parte delas comeca a associar duas
outras areas a Realidade Aumentada: a de Computacdo Mdével e a de laboracdo.
Sistemas gue integramaspectos e caracteristicas destas 3 &reas passam a oferecer a seus
USUArios recursos ndo apenas inovadores, mas também bastante poderosos.

A Computagdo Movel e a Realidade Aumentada tém uma ligacdo estreita.e varias
pesquisas ja fazem uso desta combinagdo. Em particular, um item sempre ressaltado € o
de que esta interface (a Redidade Aumentada) € particularmente poderosa para
aplicacOes sensiveis alocalizacdo. Ao observar que o usuario vé ainformacgéo eletrénica
no proéprio local, ancorada a0 mundo fisico, e com possibilidade de interagir e modificar
esta camada virtual, Hollerer [Hollerer 1999] chega a afirmar que “o mundo se torna a
interface’.

No caso da Colaboracéo integrada a Realidade aumentada, as pesquisas tém sido
direcionadas para 2 topicos: aintegracdo suave com ferramentas e praticas ja existentes e
a melhoria na colaboragéo entre usuérios locais e remotos. Com a Realidade Aumentada,
usuarios no mesmo local podem compartilhar objetos reais e virtuais num espago comum.
Esta € uma maneira mais natural do que no caso de groupwares tradicionais, cuja
colaboracdo é efetivada quando os usuarios e suas ferramentas se “isolam” nos seus
respectivos computadores. Deve-se lembrar ainda que, em grouwpare, € comum ter-se 2
areas de trabalho, a particular e a do grupo. Por outro lado, um problema ja identificado,
portanto, € o de garantir que os diferentes usuarios tenham um entendimento conum do
que eles estdo percebendo e que conflitos (dois objetos virtuais ocupando 0 mesmo
espaco) sejam evitados
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Nas proximas secOes, serdo descritos 2 sistemas de Colaboracdo Movel com
Realidade Aumentada. Ambos tém finalidades comuns: so sistemas de navegacéo e de
busca de informacéo sensivel a localizacéo.

4.1 MARS- Mobile Augmented Reality Systems

O projeto MARS - Mobile Augmented Reality Systems é um sistema de informacdes da
da Universidade de Columbia, nos EUA [MARS]. Sua abrangéncia esta limitada pelo
alcance do sistema de GPS, da rede wireless e do modelo 3D do campus. Os objetivos
principais deste projeto foram os de testar as necessidades do usuario em sistemas
sensiveis a contexto, verificar como ocorria a colaboragdo em ambientes computacionais
diferentes, explorar tipos de interface para interagir com um hiperdocumento
“espacializado” e trabalhar com interfaces hibridas de dispositivos de apresentacéo.

Este sistema experimental iniciouse com o projeto Touring Machine [Feiner
1997], que, em 1996, foi o pioneiro em ambiente externo. Nesta primeira etapa, de
oferecia a seus usuarios um guia de localizacdo e de consulta sobre pontos de interesse do
campus. Além de uma interface de menus e textos no visor, um PDA acrescentava
informagdes mais detalhadas sobre o0 que 0 usu&rio tivesse selecionando no momento. Na
fase seguinte, denominada Mobile's Journalist Workstation [Hollerer 1999a], o projeto
passou incluir informagdo multimidia através de documentarios historicos localizados, a
apresentacdo de um modelo simplificado de prédios jademolidos e o0 passeio pelo famoso
sistema de tuneis que ndo mais fisicamente acessivel. Na terceira etapa, denominada
UI's for Indoor/Outdoor Collaboration [Hollerer 1999b], foram implementados servicos
de navegacéo e de colaboracéo.

Usuarios outdoor e indoor colaboram entre s através das seguintes
funcionalidades:

0 usu&rio outdoor pode ser monitorado e guiado através de usuérios experts
remotos indoor;
0 usudrio outdoor relata suas impressdes ao expert;
o usuério indoor cria, edita e associainformacdes a objetos reais;
0 usuario indoor tem acesso ao log de atividades dos usuarios outdoor. Este
usuério indoor pode ser o préprio usuario, que revé, num momento posterior,
0s caminhos por onde el e passou.

Vé&ios tipos de interface com o sistema estdo disponivels. O usuario outdoor
veste uma mochila composta de um notebook com acelerador gréfico 3D e placa de rede
wireless, um capacete see-through e hear-through, um sistema de GPS para localizagdo e
rastreadores do tipo inercial/magnético para orientagdo (figura 9). O notebook recebe
informacdo continua do GPS, gera o gréfico 3D e 0 apresenta no visor. O usuario
também dispde de um PDA com trackpad que se comunica com 0O notebook para
cruzamento de informagdes. Este PDA pode funcionar, aternativamente, como um
servidor HTTP.
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Figura 9 — Equipamentos utilizados pelo usuério outdoor

Ja o usuario indoor utiliza um monitor padrdo ou um sistema de projecdo. Ainda
outra opgao de operar com o sistema éado “usuario imersivo indoor ”, que dispde de um
capacete see-through com rastreador ultrassonico e inercial 6DOF para cabeca e maos.
Esta opcéo de simulacdo é importante como plataforma de teste, evitando que, durante o
desenvolvimento, uma pessoa tenha que ser alocada para simular externamente todas as
operaghes. O sistema possui anda um banco de dados relacional SQLServer para o
modelo do ambiente real e virtual. Também utiliza uma plataforma de desenvolvimento
com JAVA/JAVA3D para as interfaces desktop e imersiva e para interface com o banco
de dados. Uma segunda plataforma de desenvolvimento, denominada Coterie [Coterig],
foi desenvolvida pela equipe. Essta plataforma oferece um ambiente de prototipagem
rapida para desenvolvimento de ambiente virtuais distribuidos e € usada para a interface
outdoor e a suasimulagéo indoor.

Em relacdo a interface que € apresentada ao usuario outdoor, afigura 10 mostra
algumas imagens vistas através do capacete. Sobre os prédios e monumentos € mostrado
um texto informando seu nome. A proximidade com o centro torna o texto mais brilhante
e a permanéncia neste ponto faz com que aguela contrucdo seja selecionada. Neste caso,
informagdes adicionais, como 0 nome dos departamentos localizadas no prédio, seréo
apresentadas. As setas apontam para 0s objetos selecionados, enquanto as bandeiras
representam nés com informagdes. Estas bandeiras estdo referenciadas com mundo, isto
€, sd0 sempre vistas no mesmo local no mundo real. Menus sdo referenciados com a
cabeca do usuério, pois acompanham seu movimento. Alguns objetos, como a linha que
liga 0 menu a bandeira, estéo referenciadas com o mundo (no lado da bandeira) e com o
usuario (no lado do menu). Através dos PDAS, 0 usu&rio revé sua posicdo e objetos
selecionados.
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Figura 10 — Imagens vistas pelo usuério outdoor através do HWD see-through

O usuério indoor pode ver 0 mesmo objeto de formas diferentes, como mostrado
na figura 11a Através de um menu principal no desktop, o usué&rio pode criar objetos,
como bandeiras ou caminhos (figura 11b), deletalos ou buscar informagdes sobre eles.
O MARS Authoring Tool [Gliven 2003], uma ferramenta com interface gréfica 3D para
auxiliar ndo programadores a criar e editar os “documentérios localizados’ também teve
que ser criada pela equipe.

Figura 11 — (&) Aspectos dainterface vista pelo usuério indoor (b) Caminho tragcado pelo
usuario indoor paraguiar o usuario outdoor

A complexidade de um sistema como este ndo € pequena, ja que desafios em
diversas areas de pesquisa tém que ser vencidos. O projeto MARS apresentou uma série
de solugbes para uma aplicacdo colaborativa que oferecia um servico de busca de
informagOes e de navegacdo em um ambiente rea. Uma abordagem diferente para o
mesmo problema sera mostrada no projeto a seguir.
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4.2 OCAR - Outdoor Collaborative Augmented Reality

O OCAR, desenvolvido na Universidade de Tecnologia de Viena, Austria, é um sistema
de navegacdo no espaco urbano [Reitmayr 2004]. Assim como o MARS, este projeto
também adota funcionalidades que apdiam a colaboracdo e enfatiza o potencia da
Readlidade Aumentada quando usada para informacdes sensiveis a localizacdo. Neste
contexto, foi identificado que uma aplicac@o voltada para turistas, que desconhecem o
ambiente e, a0 mesmo tempo, estdo curiosos para conhecé- 1o, seria um ponto de partida
bastante adequado para testar servigos baseados em localizac&o e colaboragéo.

O ambiente real escolhido para o sistema foi a regido de umapraga de Vienacom
diversos pontos turisticos e com caminhos relativamente dificels em seus arredores. O
local mostrouse Uil por ser aberto o suficiente para a recepcdo de sinais de GPS. Para
navegar neste ambiente, 0 OCAR oferece 3 aplicacOes integradas: busca de informacoes,
anotacoes e navegacao.

Os usuérios do OCAR dispdem de uma mochila composta por um notebook 2Ghz
com acelerador gréfico, placa de rede wireless e Windows XP e um GPS diferencia
(figura 12). O capacete € do tipo see-through HWD estereoscopico e tem a ele acoplado
um sensor de orientacdo e uma camera para rastreamento. O terceiro eguipamento para
interacdo é um touchpad acoplado ao cinto ou um PDA.

Figura 12: Equipamentos utilizados pelo usuério do OCAR

A interface do sistema OCAR usa objetos gréficos, texto, imagens e objetos 3D
para prover informagdo abstrata e representacéo alternativa ou para enfatizar aspectos do
mundo real. Por exemplo, um modelo de arame de objetos reais pode ser superposto a
eles, facilitando a visualizacdo e interagdo do usu&io com o ambiente que ele esta
explorando. Através do controle via touchpad ou PDA, ele opta entre os servigos de
busca de informagdes, anotacdo e navegacao.

Na primeira destas aplicagdes icones virtuais sinaizam a existéncia informagdes
(figura 13a). O usuario, para selecionar um ponto de seu interesse, sobrepde seu icone
com outro com o formato de um “x” (figura 13b). Pode-se selecionar um grupo de
icones, ao invés de um Unico. Em termos de colaboracdo, o usuario pode compartilhar
sua selecdo de tOpicos com os outros ou disparar a informacdo que ele vé no visor dos
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outros usudrios, alertando-o para um determinado ponto.  Outra funcionalidade
interessante € que guias podem controlar a selecdo de pontos de interesse de um grupo de
turistas.

@ (b)

Figural3 — OCAR: (@) Modelo de arames da construgéo e pontos de interesse
(b) Selecdo de um ponto de interesse e apresentacao das respectivas informagtes

Ja na aplicagdo de anotacdo, os usu&rios podem colocar icones virtuais nas
construgdes, escolhendo formas e cores diferentes (figura 14a). Também podem
compartilhar estes icones entre si, motivo pelo qual cada icone recebe o nome do seu
criador. Outra funcionalidade de colaboracdo € a possibilidade de utilizar estas anotacOes
para apontar pontos de interesse comuns para outros usuarios.

@ ()

Figurax — OCAR: (a) Icones de anotacBes criadas pelo usuério (b) Barras e linhas
indicando caminhos

A terceira aplicacdo do OCAR é aquela que auxilia seu usuério a chegar a um
determinado destino. Umavez que este destino tenha sido selecionado, o sistema calcula
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0 menor caminho e o indica através de barras e setas (figura 14b). Este cdlculo é refeito
continuamente, para 0 caso de 0 usuario se perder ou sair deliberadamente do caminho.
Outro detalhe importante é que a diregdo a ser seguida pode estar fora do campo de viséo
do usuério, motivo pelo qual uma informacdo adicional guiando-o foi implementada.

Quanto aos servicos de colaboracao, trés recursos sao oferecidos. follow, guide e mest.
No modo follow, um usué&rio pode seguir um segundo usuario. Neste caso, 0 sistema
informa sempre 0 ponto mais proximo do usuario a ser seguido. No modo guide, um
usuério seleciona um destino a ser seguido por outro usuario, sendo dil para guias de
excursao controlarem um grupo de turistas. Por Ultimo, no modo meet, o sistema calcula
0 menor caminho para que 2 usuarios se encontrem e 0s guia até este ponto.

O desenvolvimento do projeto OCAR teve como base o StudierStube
[StudierStube], uma plataforma de software usada para o desenvolvimento de aplicacdes
AR. Esta plataforma prové um ambiente multi-usuario e multi-tarefa e suporta uma
grande variedade de dispositivos de apresentacdo. Também suporta rastreamento 6DOF,
através de um middleware chamado OpenTracker [OpenTracker] e inclui extensdes do
Openinventor [Openinventor], um toolkit 3D orientado a objeto que oferece solucdes
para problemas de programacdo gréfica interativa. A plataforma possibilita ainda que
mudangas numa parte da cena sgam comunicadas a outras instancias da aplicagdo de
maneira transparente para o programador. Estes recursos fazem com que o StudierStuber
sgia uma plataforma utilizada por um nimero bastante grande de projetos na &rea de
Realidade Aumentada.

E interessante observar que o sislema necessita de informacio detalhada do
ambiente do usu&rio: representacdo geométrica, elementos contextuais e de semantica.
Para gerenciar os dados, foi criado um modelo de dados referenciados pela localizagéo.
O sistema utiliza um banco de dados XML de tal forma que o modelo sgja comum as
vérias aplicagbes. A arquitetura € feita em 3 camadas. a primeira € a prépria base de
dados com todo o modelo, a segunda, um middleware entre a primeira camada e a
terceira, que corresponde a aplicacdo propriamente dita. Desta forma, cada uma das 3
aplicacOes tratara apenas as informacdes que lhe sdo necessarias e da forma que lhe é
mais apropriada.

O resultado deste trabalho mostrou que a importancia da utilizaco da plataforma
StudierStube bem como a necessidade de melhorar o rastreamento da posicdo do usuario
feita com 0 GPS. Em relacéo a colaboracdo, os testes mostraram que as funcionalidades
colaborativas acrescentaram uma nova dimensdo ao sistema enriquecendo-o. Além
disto, a utilizacdo integrada da base de dados pelas 3 diferentes aplicagdes mostrou-se
capaz de prover escalabilidade para lidar com sistemas de informagBes sensiveis a
localizagdo em ambientes externos.



Conclusao

A Redlidade Aumentada € uma érea ainda muito recente e vérias questdes ainda devem
ser trabalhadas a fim de que comecem a ser usadas fora do ambiente académico. As
pesquisas nas questdes tecnol bgicas mais bésicas, a dos dispositivos de apresentacdo e a
da precisdo do registro, tiveram um avanco sgnificativo, mas ainda insuficiente para
muitas aplicagdes Alguns tipos de sistemas, no entanto, ja conseguem bons resultados,
como o projeto Invisible Train [Invisible Train], que utiliza PDAs como dispositivos de
apresentacdo. A existéncia de projetos ja neste estagio permitiram que pesquisas em
&reas de mais alto nivel comegassem a sex feitas.

Em relaco aos dispositivos de apresentacdo, estes devem melhorar a qualidade
visual, diminuir o consumo de bateria e serem mais confortaveis, leves, baratos e
discretos, sob pena de ndo serem utilizados. Ao mesmo tempo, os dispositivos méveis
como os PDAs devem ser capazes de suportar softwares mais complexos do que os que
estdo disponiveis comerciamente.

No que diz respeito a precisdo de registro, pesquisas em ambientes internos
preparados ja produzem resultados satisfatorios. O maior problema de hardware de um
sistema de Realidade Aumentada genérico, no entanto, continua sendo a demanda de ata
precisdo e a necessidade de se ter uma ampla disponibilidade de rastrear a localizagéo dos
usuarios [Insley 2003]. A impossibilidade de colocagcdo de marcadores em locais amplos
e publicos e 0 pequeno alcance dos rastreadores sao dificuldades impostas aos sistemas
em ambientes externos.

Entre os problemas de mais dto nivel que comegam a ser estudados, estéo aqueles
relativos aos tipos de interface adequadas para o usuario, a maior diversidade de
dispositivos, a representagdo dos dados, a possibilidade de fazer consultas e obter
respostas, a sobrecarga de objetos virtuais no mundo real, ao rendering foto-jornalistico e
ao conforto do usuario. Outras questdes ainda ndo mencionadas que também devem ser
alvo de pesguisa sd0 a localizagdo adequada das fontes de dados, o tratamento dos
diversos tipos de contetdo e afiltragem das informagdes [Insley 2003].

A Computagdo Méve tem sido amplamente utilizada nos projetos de Realidade
Virtua como parte da infra-estrutura do sistema. Por enguanto, a tecnologia wireless
atual parece ser satisfatéria, mas esta situacdo devera ser diferente no caso de aplicactes
que demandam informagdes localizadas numa rede e ndo no equipamento mével. Neste
caso, havera dependéncia do acesso a recursos de rede, o que pode introduzir atrasos
significativos e proibitivos. Outro aspecto da Computacdo Movel introduzido nos
sistemas de Redidade Aumentada € o das aplicacbes sensiveis a localizacdo,
identificadas como de grande potencia. Estes sistemas podem significar o inicio do
WorldBoard proposto por Spohorer [Spohorer 1997]: um hipertexto espacial, com
abrangéncia mundial, de informagtes ancoradas a locais e objetos fisicos.



O desenvolvimento de um software para um grupo de usuérios, por s s0, ja
acrescenta uma série de dificuldades ao desenvolvimento de um software mono-ustario.
Um groupware com Redidade Aumentada € um grau a mais de complexidade.
Conforme ja mencionado, as pesguisas nesta area vao na direcdo de buscar uma
integracdo suave com as ferramentas e préticas ja existentes e na melhoria da colaboracéo
entre usuarios locais e remotos. Aspectos de interface, compartilhamento e colisdo de
objetos virtuais e privacidade sd0 outros pontos a serem estudados.

Azuma [Azuma 2001] afirma que, dado um sistema com hardware ideal e uma
interface intuitiva, ha ainda o desafio da aceitagéo social. Outra questdo a ser lembrada é
gue, Mais uma vez, 0 acesso as hovas tecnologias sera desigual e aumentara a distancia
entre aquel es que podem se beneficiar com as novas ferramentas e 0s que ainda lutam por
recursos basicos de sobrevivéncia. De qualquer forma, as vantagens de se adotar esta
tecnologia € evidente, pois seu potencia de gerar beneficios € bastante alto. Mais que
isto, suas caracteristicas sd0 Unicas, no sentido de que ndo podem ser obtidas com
nenhuma outra tecnol ogia atual mente existente.
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