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Abstract

This paper discusses mixed reality, augmented reality and augmented virtuality and describes
the project of a collaborative mixed reality system, which uses the hand as interaction device to
manipulate virtual objects. Problems like tracking, calibration and collaboration are discussed and
solutions are presented.

1. Introducao

O real e o imagindrio sempre fizeram parte da vida das pessoas. Até alguns anos atrds, a tinica
maneira de retratar o imagindrio era descrevé-lo ou no maximo desenhd-lo ou representd-lo de maneira
restrita.

Com o advento da realidade virtual e o avanco dos equipamentos computacionais, a reproducao
do real e a representacdo do imagindrio tornaram-se mais faceis de serem obtidas, uma vez que foram
disponibilizadas interfaces mais intuitivas e rompidos os limites normalmente existente. As pessoas
agora podem ativar aplicagdes computacionais, atuando diretamente sobre elementos tridimensionais
conhecidos como: abrir porta, acionar alavanca, puxar gaveta etc.

Além disso, os sentidos e as capacidades puderam ser ampliados como ver/ouvir/sentir/viajar
muito longe, a nivel de galdxias, ou muito perto, a nivel de estruturas atdmicas. Nesse contexto, surge a
Realidade Aumentada que enriquece os ambientes reais com objetos virtuais, através de algum
dispositivo tecnoldgico. Uma das maneiras mais simples de fazer isto, € usar uma webcam para
capturar uma cena, na qual sdo adicionados objetos virtuais, mostrando-a no monitor.

Assim, o que antes s6 podia ser descrito, depois pode ser modelado e observado com realidade
virtual e agora poder ser incorporado ao nosso ambiente com realidade aumentada. Pode-se agora
colocar um vaso imagindrio sobre uma mesa real ou ponte projetada no papel sobre um rio verdadeiro.
Por outro lado, os ambientes virtuais também podem ser enriquecidos com a presenga de elementos
reais como pessoas ou objetos, configurando o que se chama de virtualidade aumentada.

Tanto a realidade aumentada quanto a virtualidade aumentada fazem parte de uma categoria
mais geral conhecida por realidade misturada.

Essa tecnologia deverd ter grande impacto no relacionamento das pessoas, uma vez que facilita a
formaliza¢do das idéias, através de novas maneiras de visualizacdo, comunica¢do e interagdo com
pessoas e informacao.

Apesar de todas as areas do conhecimento deverem usufruir dos beneficios da Realidade
Aumentada, ensino/aprendizagem e treinamento deverdo particularmente passar por uma grande
evolu¢ao com novas formas de relacionamento do estudante com professor, colegas e informacao,
propiciados pela mistura do real com o virtual. Nesse sentido, estd em andamento, no Programa de P6s-
Graduacgdo em Ciéncia da Computacdo da UNIMEP, o projeto "Maos Colaborativas com Realidade
Misturada", que visa permitir que as maos de varias pessoas interajam diretamente em ambientes
virtuais, construindo-os e alterando-os, de forma que os participantes aprendam fazendo, a0 mesmo
tempo em que geram resultados para serem usados por outras pessoas que visitarem os ambientes,



depois de terminados.
Nos itens seguintes, serdo mostrados: uma discussdo sobre realidade misturada; os aspectos de
colaboracdo em ambiente de realidade aumentada, a descricdo do projeto e suas aplicacoes.

2. Realidade Misturada

A realidade misturada, abrangendo tanto a realidade aumentada quanto a virtualidade
aumentada, pode ser classificada de acordo com suas diversas formas de visualizacdo [5]: a) Realidade
aumentada com monitor (ndo imersiva) que sobrepde objetos virtuais no mundo real; b) Realidade
aumentada com capacete (HMD) com visdo Otica direta (see-though); c) Realidade aumentada com
capacete (HMD) com visdo de camera de video montada no capacete; d) Virtualidade aumentada com
monitor, sobrepondo objetos reais obtidos por video ou textura no mundo virtual; e) Virtualidade
aumentada imersiva ou parcialmente imersiva, baseada em capacete ( HMD) ou telas grandes,
sobrepondo objetos reais obtidos por video ou textura no mundo virtual; d) Virtualidade aumentada
parcialmente imersiva com interagdo de objetos reais, como a mao, no mundo virtual.

Além disso, uma definicdo mais precisa de realidade misturada envolve: a combinac¢ao do real
com o virtual; a interacdo em tempo real; o posicionamento tridimensional do real e virtual (
registration) [2].

Para isso funcionar, hd alguns problemas tecnolégicos que precisam ser bem resolvidos, entre eles:
rastreamento de objetos reais; posicionamento e colibracdo das sobreposicdes no ambiente
tridimensional misturado e interacao.

Em geral, as solugdes sdo especificas, exigindo uma delimitacdo bem definida para as aplicacdes, o que
constitui-se em obstaculos para aplicacdes de uso geral.

3. Realidade Misturada Colaborativa

A realidade misturada colaborativa baseia-se na existéncia de espagos reais e virtuais
compartilhados acessados por vérias pessoas localizadas no mesmo local ou remotas entre si. [3, 4]. No
mesmo local, as pessoas visualizam e interagem com os elementos reais e virtuais, cada uma do seu
ponto de vista, usando capacete com camera e rastreadores, por exemplo. Como exemplo tem-se os
projetos Studierstube e Magic Book, citados em [1] .

No caso de participantes remotos, uma solucdo € usar ambientes virtuais colaborativos, como
espaco compartilhado, inserindo ali objetos virtuais reais como maos ou pessoas interagindo. O projeto
3D Live [6] apresenta um processo de captura de conteddo 3D para uso em sistemas de realidade
aumentada.

A realidade misturada colaborativa tem elevado potencial para ensino/aprendizagem, devido ao
fato de poder trazer elementos virtuais interativos para o ambiente do usudrio.

4. Descricao do Projeto

O projeto “ Maos Colaborativas com Realidade Misturada” consiste na elaboracdo de um espago
remoto compartilhado, onde usudrios podem realizar tarefas colaborativas com suas maos, interagindo
com objetos virtuais.

O sistema € composto por um ambiente colaborativo de realidade virtual, representado por um
cubo virtual, contendo objetos virtuais que podem ser visualizados e alterados, através da rede. Cada
usudrio tem ainda um ambiente fisico equivalente, composto por um cubo com as mesmas dimensdes,
onde o usudrio pode movimentar sua mao. O interior do cubo € iluminado e rastreado por uma webcam
que, além disso, ainda captura a imagem da mao em posicdes diversas. O mapeamento do cubo fisico
no cubo virtual faz com que a mao aparega interagindo com os objetos virtuais. Cada usudrio pode
escolher a posi¢do do seu cubo, de forma que sua mao aparecerd em pontos diferentes no mundo
virtual, visualizando no monitor. A figura I mostra um diagrama do sistema local de cada usudrio.



Figura 1 - Sistema Local do Projeto Maos Colaborativas com Realidade Misturada.

Versoes mais novas do projeto ja evoluiram para um cilindro em pé no lugar do cubo, conforme
a figura 2, de forma a permitir a participagdo de um nimero maior de pessoas, que, podendo escolher o
angulo de entrada, minimizam as possibilidades de colisdo das maos por ocasido da entrada.

Figura 2 - Versao do projeto com o uso de cilindro.

Para efeito de interacdo, o usudrio acopla uma pequena esfera na ponta do dedo e o
rastreamento Optico captura sua posi¢do, através da medida da densidade de pixels e do deslocamento
dentro do cubo. A determinagdo de posicdo da ponta do dedo permite que o sistema detecte colisdo
com os objetos virtuais, viabilizando a interacdo. O uso de uma ferramenta de dudio conferéncia
viabilizard a comunicacdo verbal entre os usudrios.

Como hd predominancia do mundo virtual, complementado com a participacdo das maos reais, o
sistema € caracterizado como virtualidade aumentada baseada em monitor com interagao.



Com essa infra-estrutura, o projeto estd tendo outros desdobramentos como o rastreamento da
trajetérias dos movimentos das maos e armazenamento em banco de dados para andlise. Com esses
dados, € possivel induzir o movimento, mostrando-se trajetdrias pré-gravadas, através da insercdo de
pequenas esferas colocadas nos vérios pontos. Outro projeto decorrente é o sistema de autoria
colaborativa de mundo virtuais que, a partir de uma biblioteca pré-definida de objetos virtuais no
interior do cubo, pode-se com as maos movimenti-los e alterd-los, gerando cendrios virtuais para uso
de terceiros.

5. Conclusao

O projeto “ Maos Colaborativas com Realidade Misturada” encontra-se em fase de
desenvolvimento e visa obter uma infra-estrutura de baixo custo e de fécil utilizacdo para o
desenvolvimento de aplicagdes especificas de realidade misturada. Em funcao de suas caracteristicas, o
sistema estd voltado mais para aplicacdes de virtualidade aumentada uma vez que prioriza o uso das
maos dentro de mundos virtuais. Com isso, espera-se facilitar o trabalho de manipulacdo de objetos
virtuais, usando procedimentos intuitivos, de forma a permitir que nao especialistas possam produzir
mundos virtuais a partir de bibliotecas de objetos.
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Abstract

Augmented reality interface is a growing area, which has great potential to be in educational
applications. This kind of interface allows virtual imagery to be superimposed over live video of real
world and stimulates the learning based on three-dimensional objects ever a scenery . This paper
exemplify the use of ARToolKit and new interactive techniques to implement several educational
applications.

1. Introducao

Realidade Aumentada [2] € um tipo ndo convencional de interface, que permite misturar imagens
de um ambiente real, obtidas por cdmera de video ou por outro processo, com objetos tridimensionais
virtuais, enriquecendo a visdo do usudrio. Nesse ambiente, o usudrio tem a sensagcdo de que os objetos
reais e virtuais coexistem no mesmo espaco (Figura 1), na medida em que os objetos virtuais sdao
passiveis de visualizacdo e de interagdo como se existissem no mundo real.

Figura 1- Objetos Virtuais no ambiente real.

Para construir um ambiente de Realidade Aumentada, é necessdrio a utilizacdo de dispositivos
sensoriais que permitam ao usudrio integrar, em tempo real, objetos virtuais na cena do ambiente real.
O grande avanco tecnoldgico de periféricos para Realidade Virtual contribuiu muito para o
desenvolvimento da Realidade Aumentada, que se utiliza basicamente dos mesmos dispositivos, como:

e Dispositivos visuais: capacete ou Head Mounted Display 6tico ou de video, 6culos

estereoscopico ou stereo glasses e monitores.

¢ Dispositivos auditivos: fones de ouvido e microfones externos. Os fones permitem a adi¢ao de

sons sintetizados por computador e os microfones captam o som do ambiente real.



e Dispositivos tateis e de forca: luvas com dispositivos que possibilitam a interacdo com agdes de
tato e de forga.

Além disso, para aumentar a interacdo da mdquina com o usudrio, sdo utilizados sistemas de
rastreamento e posicionamento que acompanham a movimentagao, por exemplo, da cabe¢a do usuério
que estiver utilizando um HMD, possibilitando o calculo do posicionamento dos objetos reais na cena
para a renderizacao do objeto virtual em tempo real no local determinado pelo algoritmo utilizado. Para
tal, sdo utilizados: sistema de posicionamento global (GPS), marcas fiduciais, RFID (Radio frequency
Identification), sistemas de colisdo e outros. Tudo isso visa permitir ao usudrio mobilidade e realizagcdo
de tarefas cotidianas com mais eficiéncia.

1.1. Areas de aplicacoes da Realidade Aumentada: Educacao

A Realidade Aumentada vem contribuindo na realizag¢ao de tarefas de performance humana em
diversas dreas como: medicina; montagem, manutencdo e reparo de maquinarias complexas;
enriquecimento de informacdes com anotagdes relativas as cenas do mundo real (Annotation); suporte
computacional ao trabalho colaborativo (CSCW); arquitetura; planejamento de trajetdria robdtica;
entretenimento e educacao.

A Realidade Aumentada proporciona uma maneira diferente de aprendizado com o apoio do
computador [5, 6]. Ela permite a facil visualizagdo e manipulacdo do objeto de estudos, reproduzindo
os dados complexos sob a forma de objetos e textos tridimensionais, aumentando a capacidade de
percep¢ao do estudante, que passa a ser estimulado pela possibilidade de interacdo com a interface.
Como exemplo: o livro "Sélidos Geométricos com Realidade Aumentada e ARToolKit" torna possivel
visualizar tridimensionalmente os so6lidos nele descritos com ajuda de um dispositivo de video
(webcam), conforme a Figura 2.

Figura 2- Livro: Sélidos Geométricos com Realidade Aumentada (aplicacio dindmica )
por Daniela Akagui e Rafael Santin

Segundo Mark Billinghurst [4], pesquisador de interfaces que misturam o real e o virtual para
auxiliar a colaboragdo, os educadores deveriam trabalhar junto a pesquisadores do campo da Realidade
Aumentada para compreender melhor a utilizacdo das aplicagdes computacionais no ambiente de
aprendizagem.

1.2. A Ferramenta ARToolKit: Visao do Usuario

ARToolKit [1, 3] € um software, a partir do qual é possivel construir ambientes de Realidade
Aumentada. Nesse tipo de ambiente, para sobrepor a realidade com objetos virtuais ou textos 3D, é
necessdrio obter a orientacdo e a posicdo dos objetos da cena real para que se possa manipular os

elementos tridimensionais. Para obter as cenas do ambiente real, é utilizada uma webcam e como
método de posicionamento da imagem sao usados marcadores ou placas com marcas fiduciais. Os



objetos virtuais sdo associados as placas e ja devem estar no banco de dados do ARToolKit. Quando a
aplicacdo for iniciada, aparecerd na tela a imagem capturada pela webcam. Entdo, a placa colocada no
campo da imagem da webcam serd rastreada e o objeto associado aparecerd sobreposto a ela. O usudrio,
ao manipular a placa movera também o objeto virtual.

2. Desenvolvimento de Aplicacoes Educacionais com Realidade Aumentada
baseadas em ARToolKit

O projeto tem como base o estudo e desenvolvimento de ambientes educacionais com a
tecnologia de interface baseada em Realidade Aumentada.

Para construir as aplicacbes com ambientes de Realidade Aumentada, foi utilizado o
ARToolKit, que é um software livre. Por isso, esse software estd em constante atualizacdo,
encontrando-se disponivel para download na Internet em varios sites com destaque para o HILT [6].

O uso do software permitiu o desenvolvimento de diversas aplicacdes simples ou mais
elaboradas como: o Livro "Sélidos Geométricos com RA e ARToolKit"; quebra-cabeca; jogo de
placas com marca¢do numérica e outras, que serdao descritas em seguida.

2.1. Aplicacoes simples

Nesse caso, foi construido um marcador e cadastrado. A placa foi associada a um objeto virtual,
permitindo o teste do aplicativo, através de visualizagdo e movimentacao do objeto virtual dentro do
mundo real.

2.2. Aplicacoes com miltiplos marcadores

Ap6s o cadastramento de diversas placas com simbolos diferenciados, criados previamente,
foram feitos testes da capacidade de captura do ARToolKit, ou seja, em quantos marcadores ele
conseguiria gerar o objeto virtual associado? A conclusao foi que o aplicativo mostra os objetos das
placas visiveis, independente da quantidade. Isto permite o desenvolvimento de aplicacdes de
associagoes de posicao ou de agrupamento.

2.3. Quebra cabeca

Nesta aplicagdo, um quebra-cabeca comum foi colado num papel, que continha o marcador
impresso do lado oposto.

O papel foi cortado de acordo com o formato das pecas do quebra cabeca e foi associado um
objeto virtual relacionado. Ao montar-se o quebra-cabega e vird-lo, o usudrio expde o marcador e
visualiza o objeto virtual correspondente. Assim, ao terminar o desafio, o usudrio vé a figura do
quebra-cabecga e, do lado oposto, o objeto ou cena virtual tridimensional correspondente.

2.4. Livro de Sé6lidos Geométricos com Realidade Aumentada e ARToolKit

Baseado nos estudos de Sélidos Geométricos, algumas figuras pertencentes a esse grupo foram
construidas com VRML e associadas a marcadores impressos no livro. Além disso, foi criada uma
placa de controle. A aplicacdo funciona da seguinte maneira: ao colocar o livro em frente a camera e
posiciond-lo de maneira que o marcador e o quadrado do lado que contém as inscri¢des: “Coloque aqui
a placa de controle”, fiquem visiveis no campo de captura da Webcam, aparecerd o objeto virtual
associado ao marcador. Ao colocar a placa de controle no local especificado, imediatamente o objeto
virtual do marcador mudard. O marcador pode disparar trés vezes a mudanga do objeto: o primeiro
objeto € aramado, o segundo é s6lido e o terceiro € sélido e tem movimentos de rotacdo. Todos os



objetos que aparecem devem ser cadastrados e associados a uma placa. Para construir essa aplicacdo,
uma parte do cédigo fonte do ARToolKit foi modificado, permitindo o controle dindmico dos objetos.

3. Conclusao

A Realidade Aumentada é um campo crescente que pode ser explorada para diversas aplicacdes
adaptadas para cada tipo de drea de conhecimento. Ela tem um grande potencial na drea de Educagdo e
Entretenimento com o desenvolvimento de jogos educativos. Esta drea estd sendo beneficiada com o
avanco da ergonomia, em fun¢do do desenvolvimento tecnolégico.

A ferramenta ARToolkit facilita a compreensao das Interfaces com Realidade Aumentada, mas
necessita de ajustes, dependendo do tipo de aplicacdo. Algumas dificuldades de instalagdo e
desenvolvimento de objetos virtuais animados foram superadas e o trabalho continua com o
desenvolvimento de mais aplicagdes para uso efetivo no ensino, buscando aumentar a motivacao das
pessoas envolvidas.
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Abstract

This paper presents the design of a system based on augmented reality to be used as a training
tool. People use hands as a manipulation device, so that tracking the hand allows the system to acquire,
store in a data bank and recover the path of the hand movements. This path can be analyzed, compared
to others, showed as thin tree-dimensional object (cylinder or something like that) and advice the user
to do training operations.

1. Introducao

A Realidade Aumentada (RA) consiste numa técnica avangada de interface computacional, que
permite a sobreposi¢cdo de objetos virtuais no mundo real. A RA enfatiza a visualizacdo em conjunto
com a interacdo, pois, com o uso de 6culos ou capacete de Realidade Virtual, pode-se visualizar objetos
virtuais junto ao mundo real, de maneira altamente realista, incrementando a percep¢cao do usudrio no
uso de uma interface computacional [1].

Quando a interface de RA utiliza as maos como elemento de interagdo, além de permitir a

sobreposicdo de objetos virtuais no mundo real, ela possibilita a manipulagdo desses objetos com as
proprias maos, tornando vidvel o desenvolvimento de indmeras aplicacdes que beneficiam o
treinamento humano, motivando mais o usudrio para as tarefas a serem cumpridas.
Este trabalho apresenta uma ferramenta para minimizar as dificuldades das pessoas que necessitam
realizar um treinamento. Para isso, estdo sendo utilizadas vdrias tecnologias e linguagens, como banco
de dados, VRML e Java. A pesquisa foi gerada a partir de protétipos integrados simplificados,
identificados pelos capitulos seguintes deste artigo.

2. Treinamento com Realidade Aumentada

A Realidade Virtual vem ganhando espago na drea de manufatura e treinamento, em funcao de
sua versatilidade na producdo e visualizacdo de modelos realistas de produtos e da possibilidade de
exercitar a montagem das partes.

No entanto, um problema, que vem dificultando sua larga utilizacdo, € a necessidade de equipamentos
especiais para a manipulacdo de objetos virtuais, como luvas, capacetes, rastreadores, e projetores
especiais, dentre outros.

No sentido de minimizar esse problema, as areas de manufatura e treinamento vém
recentemente usando Realidade Aumentada, que permite o posicionamento € manipulacdo de objetos
virtuais no ambiente real. Ainda aqui, o problema dos equipamentos persiste, mas o uso de
rastreamento Optico, visdo computacional e a manipulacao direta dos objetos virtuais com as maos, ou
dispositivos mais simples como uma vareta com bolinhas, vém facilitando o trabalho e tornando-o mais
acessivel e de facil utilizacao.

A industria aerondutica e automobilistica j& vem usando Realidade Aumentada para resolver
problemas de montagem e treinamento ha alguns anos e muitos outros segmentos estdo descobrindo



essa aplicacdo. A drea educacional é uma das que tem grande potencial de utilizacdo da Realidade
Aumentada, em fun¢do do elevado grau de informacao visual animada que é possivel de ser obtida.

O projeto ART - Augmented Reality for Training [4] tem por objetivo ampliar a capacidade de
treinamento e usa visdo computacional, animagdo, monitorac¢do e avalia¢do das etapas do processo. O
sistema usa visualizacdo no monitor, video e som, além da sobreposi¢do de modelos graficos 3D
gerados com OpenGL.

O trabalho "Montagem Virtual usando Técnicas de Realidade Virtual" [3] constitui-se num
esforco de pesquisa para criar um ambiente de projeto com montagem virtual. Ele analisa os problemas
de montagem virtual para projeto e manufatura e detalha as questdes envolvidas com montagem
virtual, incluindo o problema da trajetéria e do armazenamento das informagdes em banco de dados.
Outra ferramenta para treinamento com realidade aumentada foi desenvolvida para montagem de
mobilidrio [7]. O sistema usa marcadores reais para o posicionamento dos objetos virtuais, tem
demonstragdes animadas e permite o uso de dispositivo manual de ajuste de posi¢do dos objetos
virtuais. Além disso, o sistema permite o desenvolvimento de passos de treinamento, através de uma
interface de autoria com elementos préprios para a montagem de mobilidrio.

Outro sistema interessante, voltado para a drea educacional é "Virtual Reality for Lego
Mindstorms" [2] que procura simular um kit de montagem real, permitir a montagem de brinquedos
mecanicos virtuais com o comportamento dos reais e sua utilizacio no mundo virtual. Com isto,
espera-se que os estudantes aprendam os conceitos envolvidos com o processo de montagem e
funcionamento dos brinquedos.

Percebe-se, portanto com essa amostra de trabalhos, que a realidade aumentada pode ajudar em
muito as pessoas na tarefa de treinamento e ensino/aprendizagem.

3. Ferramenta para Treinamento com Realidade Aumentada
A seguir, sdo apresentadas as solu¢des adotadas para os principais elementos da ferramenta para
treinamento.

3.1. Exibindo uma trajetoria padrao

Para exibir uma trajetéria armazenada no banco de dados, foi utilizada a linguagem VRML,
juntamente com Java, que possibilita a realiza¢do da troca de dados entre o banco de dados e o0 mundo
virtual. [5]

A aplicacdo Java se divide em dois arquivos: Servlet e Applet. Servlet é responsdvel por
buscar e armazenar as informagdes no banco de dados. Applet se comunica remotamente com o
arquivo Servlet, enviando as informagdes deste para o mundo virtual e vice versa.
As trajetdrias estdo sendo exibidas através de objetos tridimensionais, carregados a partir do banco de
dados, como mostram as figuras 1 e 2.

e =
Figura 2: Trajetoria do cubo

Figura 1: Cubo ao lado de uma mesa
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3.2. Capturando uma trajetoria no espaco

Para a captura de uma trajetéria no espaco, estd sendo utilizado um outro sistema de
desenvolvimento de RA, denominado ARToolkit, disponivel gratuitamente no site do laboratério HITL
da Universidade de Washington. [1]

Este sistema utiliza métodos de visdo computacional, que ficam a procura de padrdes na
imagem do ambiente, capturada em tempo real por uma webcam, obtendo dados de posicdo e
alinhamento.

3.3. Armazenando trajetorias no banco de dados

Para armazenar uma trajetéria no banco de dados, estd sendo utilizada uma técnica denominada
Dead Reckoning. Esta técnica consiste em armazenar somente 0s pontos necessarios de uma trajetoria,
evitando sobrecarregar o banco de dados [6]. Estes pontos sdo ligados por segmentos de retas, que irdo
compor o trajeto.

Na figura 3, observa-se a sele¢do do ponto da trajetéria, no exemplo um cubo, a ser armazenado
no banco de dados. Os pontos 1, 2 e 3 foram armazenados no banco de dados, ja que suas posi¢des
alteram duas coordenadas, X e Y. Ja o ponto 4, indicado pela seta azul, se mantém no mesmo segmento
de reta do ponto 3. Sendo assim, o banco de dados ignora este ponto, passando a analisar o préximo.
Quando aparecer um ponto, onde sua posicdo se altera em ao menos duas coordenadas, ele é
armazenado. Estd sendo usada uma margem de erro na avaliacdo das coordenadas para que pontos
proximos de uma reta sejam considerados na reta, minimizando o armazenamento em excesso de
pontos. A figura 4 mostra os pontos do trajeto armazenados no banco de dados, identificados pela
textura nos objetos.

4 321
Figura 3: Selecionando o ponto da trajetdria de | Figura 4: Pontos da trajetéria de um cubo que
um cubo a ser armazenado no banco de dados foram armazenados no banco de dados

3.4. Juncao dos protétipos simplificados e avaliacao

Por fim, foram integrados todos os prototipos anteriores para se gerar uma avaliagdo do usudrio.
A trajetdria seguida pelo usudrio € comparada ao trajeto armazenado no banco de dados, obtendo-se
assim uma avaliagdo quanto ao treinamento. Esta avaliagdo pode ser realizada, comparando ambos os
trajetos ou verificando se o usudrio alcangou a rota final proposta para o objeto.

4. Conclusao
A Realidade Aumentada tem contribuido significativamente para o processo de construcao de
conhecimento de muitos usudrios. A possibilidade de visualizar e manipular objetos virtuais, a partir do
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seu proprio mundo real, tem levado o homem a se aproximar cada vez mais da maquina.

Este artigo abordou o desenvolvimento de uma ferramenta para treinamento, utilizando-se um ambiente
aumentado, no qual a propria mao do usudrio manipula e interage com o ambiente tridimensional,

seguindo trajetdrias pré-determinadas.

O que se pretende agora € melhorar e aprofundar a pesquisa. Por exemplo, programar um médulo que

faca a captura de uma trajetdria, substituindo assim o uso do ARToolkit.
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Abstract

This paper presents new interactive operations developed for augmented reality applications
based on ARToolKit. These operations allow the development of innovative interfaces for human-
computer interaction. The integrated use of multimedia and virtual reality technologies makes possible
the intuitive manipulation of virtual objects, so that the user can superimpose virtual objects over real
world and manipulate them using his hands.

1. Introducao

A Realidade Aumentada (RA) consiste numa técnica avancada de interface computacional, a
qual permite a sobreposicao de objetos virtuais no mundo real. Considerada uma variante da Realidade
Virtual, a RA enfatiza a visualizacdo em conjunto com a interagdo, pois, com o uso de 6culos ou
capacete de Realidade Virtual, pode-se visualizar objetos virtuais junto ao mundo real, de maneira
altamente realista, incrementando a percep¢do do usudrio no uso de uma interface de computador.[5]

Como a interface de RA, além de permitir a sobreposi¢do de objetos virtuais no mundo real,
possibilita a manipulacdo desses objetos com as proprias maos, torna-se vidvel o desenvolvimento de
indmeras aplicacdes que beneficiam o trabalho humano, motivando mais as pessoas, inclusive aqueles
com deficiéncias sensoriais, como os deficientes auditivos.

Em busca do desenvolvimento de aplicacdes que minimizem as dificuldades encontradas por
estes deficientes, criou-se um projeto denominado Sistema de Realidade Aumentada para o
Desenvolvimento Cognitivo da Crianca Surda [3], dentro do qual insere-se este trabalho. Apesar do
projeto ser mais extenso, este artigo restringe-se ao desenvolvimento de técnicas de intera¢do. Para
isso, estd sendo utilizado um sistema de desenvolvimento de aplicagcdes de RA, denominado
ARToolKit, disponivel gratuitamente no site do laboratério HITL da Universidade de Washington. [1,
2].

Esse sistema utiliza métodos de visao computacional, que ficam a procura de padrdées na
imagem do ambiente, capturada em tempo real por uma web-cam. Ao encontrar um padrdo, sio
ativados moédulos do aplicativo, responsaveis pela detec¢do da posicdo e do alinhamento do objeto
virtual a ele associado. Na aplicacdo ARToolKit, esses padrdes sdo placas com marcas fiduciais (Figura
1), as quais contém simbolos para diferenciar uma das outras, tornando-as singulares. Assim, ao
enquadrar uma placa fiducial, j4 cadastrada no sistema, no campo de captura de video, serdo
executados moédulos que permitirdo detectar a posicdo da placa, conforme o seu movimento e,
conseqiientemente, “desenhar” o objeto virtual (estatico ou dindmico) alinhado a mesma, permitindo
sua visualizacdo sobreposta com a placa real nos dispositivos utilizados, seja 0 monitor ou o capacete
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de Realidade Virtual (Figura 2). Assim, ao manipular a placa, o objeto virtual realizard os mesmos
movimentos dessa, como se a ela estivesse preso [4].

Com isso, é possivel desenvolver aplicacdes altamente motivadoras para que pessoas
deficientes possam ser estimuladas a realizar determinadas tarefas por completo e com satisfagao.

Figura 1: Placa com marcas fiduciais Figura 2: Objeto virtual sobreposto a placa

2 - Modificacoes do ARToolKit

Como o ARToolKit é uma ferramenta de codigo aberto, foi possivel desenvolver modificagcoes
no cédigo referente a interagdo da aplicacdo, como a alteracdo do objeto virtual, a partir da introducao
de uma placa adicional de controle. Apesar do projeto estar ligado com aplica¢des para deficientes
auditivos, percebeu-se que ele possui aplicacdes importantes e interessantes para pessoas normais,
motivo pelo qual, decidiu-se implementar também uma modifica¢do para incorporaciao de som.

2.1. Insercao da Placa de Controle

A alteracdo dinamica do objeto virtual, a partir da introdu¢do de uma placa adicional de
controle, consiste na utilizagdo de uma placa que possa interferir no objeto virtual de outra placa, de
modo a trocd-lo ou alterd-lo, o que viabiliza a associagdo de mais objetos virtuais a uma so placa, de
acordo com a necessidade da aplicacgao.

Para isso, foi necessdrio analisar o c6digo do ARToolKit para descobrir como sdo realizadas as
associagdes das placas com os objetos virtuais, a fim de desenvolver as alteracdes desejadas.

As associagdes de placas com objetos virtuais sdo, sucintamente, realizadas através de um
identificador denominado vrml_id do tipo inteiro. Assim, foi criada uma varidvel inteira denominada
contr, a qual é modificada com a expressdo contr=contr+1, toda vez que a placa de identificador 0
(placa de controle) aparecer. Como o identificador estd sendo somado com o contr, segundo a funcdo
vrml_id+contr, € possivel visualizar varios objetos em uma placa, a medida em que a placa de controle
for inserida. Como no exemplo da Figura 3, uma placa dessa aplicacdo poderd ter 5 objetos virtuais
diferentes, pois a varidvel contrl receberd os valores de 0 a 4, o quais serdo adicionados ao indice
(vrml_id). A troca de objetos pode implicar no aparecimento de objetos diferentes ou na alteragdo do
objeto inicial com uso de escala, translacdes, rotagdes, animacdes, etc.
if(object->vrml_id==0) {

if(contr==4)
contr=0;

else
contr=contr+1;

}
if( object->vrml_id > 0)

arVrml97Draw( object->vrml_id+contr);
else

printf("unknown object type!\n");
Figura 3 : Trecho do c6digo responsdvel pela alteracao dinamica do objeto virtual
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2.2 -Insercao de som

A inserc@o do som consiste na modificagdo do ARToolKit para que seja executado o arquivo de
dudio, conforme a Figura 4, concomitante com o surgimento do objeto virtual no momento da
introducao da placa em frente a camera.

void som(void ) {

PlaySound("som.wav", NULL, SND_SYNC);
ret=0;

pthread_cancel (hThread);
pthread_exit(NULL);

Figura 4: Médulo do som

Porém, ao inserir o médulo de execucdo de dudio, notou-se que a aplicagdio ARToolKit nao
funcionava corretamente, devido a lentiddo na atualizacdo da imagem capturada pela camera. A
solucdo encontrada para esse problema foi a criacdo de uma thread, como na Figura 5, o que permitiu a
execuc¢do do médulo de som em “paralelo” de forma concomitante com os outros modulos graficos.
Assim, o problema de lentidao foi resolvido.
if (ret==0){

pthread_create(&hThread, NULL, (void *(*)(void *))som, NULL);// Criagcdo da Thread

ret=1;

Figura 5: Criagdo da thread

3- Conclusao

Novas formas de interagdes em sistemas computacionais estdo minimizando o abismo existente
entre o homem e a maquina, de forma a facilitar a sua usabilidade. Consoante a esse contexto estd a
Realidade Aumentada, que possibilita a visualizacdo e a manipulagdo de objetos modelados por
computador no mundo real. Com isso, é possivel desenvolver ferramentas que auxiliem o processo de
constru¢dao do conhecimento do usudrio, dada a possibilidade de explorar seus canais sensoriais com o
uso de equipamentos adequados, como o capacete de Realidade Virtual, rastreadores e outros
dispositivos [3].

Como o ARToolKit ¢ uma ferramenta que auxilia o desenvolvimento de aplicacdes de
Realidade Aumentada e por ser fornecido gratuitamente, ele foi escolhido para a produg¢do de novas
técnicas de interacdo de Realidade Aumentada, como as inser¢des de dudio e da placa de controle .
Com isso, foi possivel extrair aplica¢cdes mais dinamicas, através de simples modificagdes na estrutura
dessa ferramenta.

Outras modificagdes no software estdo sendo estudadas, como a possibilidade do uso de um
marcador que possa transferir um objeto virtual de uma placa a outra, funcionando como uma pé
extraindo o objeto do seu lugar original, movimentando e despejando-o no lugar de destino desejado.
Estdo sendo desenvolvidas, também, outras aplicacdes que se beneficiam dessas interagdes entre o
usudrio € o sistema.
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Abstract

Educational applications based on virtual reality is growing and becoming important to teach and
learn. To make those applications real, it is necessary to develop suitable tools, that have characteristics
like low cost and easy to be used. This paper presents the development of a collaborative virtual reality
authoring tool based on mixed reality, so that remote users working together can manipulate virtual
objects with his hands and generate scenes for educational purposes.

1. Introducao

O termo Realidade Virtual (RV) é um fascinio de igual propor¢ao tanto para criangas como para
os adultos. Estes ultimos, principalmente, lotam qualquer sala de apresenta¢do de um evento onde haja
o tema citado. Isto prova que as pessoas, de forma geral, preferem o belo, o inusitado, o diferente, o
desafiador, que as motivem e provoquem todos os seus sentidos.

A RV propde, através de técnicas computacionais, uma ‘“viagem” por um mundo virtual que imita o
real ou ndo. Alids, a proposta € ser realmente diferente, ousar, e at€¢ mesmo “brincar” com o real.

A curiosidade em torno do tema e a forma de utilizd-lo, a0 mesmo tempo atrai e repele
pretensos usudrios. A proposta deste trabalho € justamente atender aos usudrios leigos que pretendem
criar e manipular ambientes virtuais para fins educacionais, mas nao possuem conhecimentos técnicos
especificos. Para isto, estd sendo desenvolvida uma ferramenta de autoria que utiliza as maos do
usudrio como mecanismo de interagdo e navegacdo. Os movimentos das mados serdo capturados e
rastreados por uma WebCam, dentro de um ambiente de Realidade Misturada de baixo custo.

Este trabalho tem por objetivo inovar a interface utilizada para manipulacdo de objetos em um mundo
virtual, usando os conceitos de realidade virtual e realidade misturada.

2. Realidade Virtual e Realidade Misturada

Em funcdo do uso de novas tecnologias, a Realidade Virtual fornece um novo paradigma para o
projeto de interface, no qual o usudrio ndao manipula simplesmente botdes ou imagens 2D, mas sim,
sente-se imerso em um mundo repleto de objetos tridimensionais [4, 6].

Esta visdo de interface permite desenvolver uma nova forma de atuacdo, ampliando os sentidos e dando
um grau de realismo ao virtual até entdo ndo conseguido.

Segundo KIRNER [2], pode-se definir Realidade Virtual como uma técnica avancada de
interface, onde o usudrio pode realizar imersao, navegagao e interagdo em um ambiente tridimensional
gerado por computador, utilizando canais multi-sensoriais em tempo real.

O mundo virtual, também conhecido por cendrio virtual, € composto por objetos modelados
idénticos aos reais ou ndo. Alids, a principal caracteristica da Realidade Virtual € justamente ndo ter
comprometimento com o real - pode-se criar a vontade, e proporcionar “ilusdo” ao usudrio.
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A imersdo € um sentimento Unico de sentir-se dentro do ambiente. Para isso, usam-se alguns
artificios como: capacete de visualizacdo (hmd); salas de proje¢des nas paredes, teto e piso (caverna);
som estéreo; captura da posi¢do da pessoa e dos movimentos da cabega; controles reativos; aromas, etc.
A visualiza¢do no monitor € considerada ndao imersiva, pois permite o desvio do foco da atencao.

A interagdo estd relacionada com a capacidade do computador em detectar as entradas do
usudrio e modificar instantaneamente o mundo virtual e as agdes sobre ele. Este processo de interacao é
altamente estimulante para o usudrio, que sente um certo fascinio ao poder manipular o mundo virtual
Certamente, com todas essas caracteristicas, o grau de envolvimento e a motivacio para usar RV sao
grandes, justificando a curiosidade das pessoas com ou sem conhecimento técnico.

Ao navegar por um mundo virtual, o usudrio pode ter sua interacdo restrita a livre escolha de
trajetdria, ou plena, tocando em objetos e disparando acoes.

A mistura do mundo real com o virtual, usando imagens reais capturadas com uma camera ou
outros dispositivos de visao, é denominada Realidade Misturada. Ela permite a insercdo de objetos
virtuais no mundo real (Realidade Aumentada) ou a captura de objetos reais e seu transporte para o
mundo virtual (Virtualidade Aumentada). Para os dois casos, sdo utilizadas técnicas de rastreamento,
interagdo, visdo computacional, processamento de imagens e realidade virtual.

3. Sistemas de Autoria de Ambientes de Realidade Virtual

Existem vdrios trabalhos que visam dar ao usudrio maior facilidade de manuseio na tarefa de
constru¢do de mundos virtuais. Como exemplo, tem-se o0 CVE-VM [2] que trata do desenvolvimento
de um ambiente virtual multiusudrio para aplicacdes colaborativas educacionais para uso pela Internet.
O projeto possui uma infraestrutura para o desenvolvimento de ambientes virtuais tematicos, usando o
construtivismo, na medida em que facilita a constru¢dao de mundos virtuais em grupo. Uma aplicacao
do sistema foi a criacdo de museus virtuais. O projeto foi implementado com o uso de JAVA, VRML e
interface EAI, além de recursos adicionais para comunicacdo como Chat de texto e voz (figura 1).

Virtual World I

- = o =
A
~

- = & =

il and nickname

Type your message here:

I —

Figura 1 - Interface do Projeto CVE-VM

Analisando-se as aplica¢des de Realidade Virtual na Educagdo, percebe-se um grande potencial
do computador como ferramenta de ensino-aprendizagem baseada em modelos construtivistas. A
relacdo da Realidade Virtual com o construtivismo reside na nocdo de imersao, experiéncias realizadas
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em 1* pessoa. Estas experi€ncias constroem o conhecimento e, neste aspecto, a Realidade Virtual é
singular.

As vantagens dessa tecnologia para a educacdo sdo significativas e a utilizacdo desse ambiente
a distancia permite desenvolver o conhecimento para felicidade dos educadores.

Além disso, hd também experiéncias de autoria de mundos virtuais com o uso de realidade
misturada, como € o caso do Magic Paddle [3], em que uma espatula real é usada para transferir objetos
virtuais e construir cendrios tridimensionais. A figura 2 mostra a atuacdo da espatula no mundo virtual.

Figura 2 - Mobilidrio sendo transferido de um catdlogo virtual para uma sala virtual, usando uma
espdtula real (figuras capturadas do video de demonstracio Magic Paddle [3])

4 . Proposta da Ferramenta de Autoria de Ambientes Virtuais, usando Realidade

Aumentada

O objetivo deste projeto é criar uma ferramenta de autoria de ambientes virtuais com RA,
baseada no uso das méaos para a manipulacdo dos objetos virtuais. O rastreamento da mao, necessario
para a interacdo com os objetos virtuais, é baseado no uso de uma WebCam e de uma pequena esfera
colocada na ponta do dedo indicador do usudrio. A densidade de pixels da esfera e seu deslocamento no
plano permitem a obten¢do do posicionamento espacial da ponta do dedo.

O uso desse ponto e da WebCam posicionada na altura de sua cabeca permitird a interacdo de
sua mdo real com os objetos virtuais, dando-lhe a sensacdo de que sua mao adentrou no cendrio virtual.

Os objetos pré-modelados estardo dispostos em prateleiras subdivididas por categorias e
sofrerdo alteracOes de brilho ou tonalidade para indicar que foram selecionados através de algoritmos
de colisao.

O usudrio do sistema poderd criar o seu proprio mundo, a partir destes objetos pré-modelados,
usando como interface de comunicacdo e navegagado este ponto capturado e rastreado pela WEBCAM.

Os objetos poderdo sofrer alteracdes previstas em programagdo como rotacdo, translacdo e
escala. O acionamento destas fungdes utiliza teclas de funcao do teclado convencional. No futuro, este
teclado poderd ser também virtual ou com reconhecimento de voz.

Os comandos sdo: F1 — pegar; F2 — mover; F3 — soltar; F4 — aumentar; F5 — diminuir; F6 —
rotacionar; F7 — parar; F8 — salvar; F9 - animar.

Ao compor o cendrio com 0s objetos a seu dispor, o usudrio poderd manipuld-los de acordo com
as funcdes citadas acima, disparando inclusive uma animagdo previamente programada para cada
objeto.

Ao terminar, ele pode salvar este cendrio para que possa continuar a atividade em outro
momento.
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Trabalhos correlatos que usaram RV foram fundamentais para a compreensao do mecanismo de
comunicacao entre os objetos modelados graficamente e o usudrio.
Ao pesquisar os recursos técnicos disponiveis para a constru¢do do ambiente virtual com RA, foi
possivel detectar que a maioria dos trabalhos correlatos com RV utilizam a linguagem VRML com
JAVA, através da comunicacdo com EAL

No entanto, estd sendo avaliado o uso de JAVA3D que deve resolver em principio este
problema de comunicagdo, interagdo e imersdo com uma unica ferramenta. Espera-se que essa
linguagem traga  algumas vantagens integradas como: programacdo orientada a objetos;
multiplataforma; drvores de cenas; bibliotecas de comportamento dos objetos; varios ponto de vista da
cena; reconhecimento de arquivos escritos em VRML; ndo precisa de plug-in especifico; threads;
renderizacdo da cena que estd sendo visualizada somente; som 3D; visdo estéreo e suporte para
dispositivos ndo convencionais de entrada como luvas e camera [3].

5. Conclusao

A principal motivagdo deste projeto € proporcionar, aos professores leigos, uma ferramenta de
trabalho de fécil utilizacdo e de baixo custo, que os ajude a desenvolver suas atividades pedagogicas.
Outros membros da equipe estdo trabalhando para que este projeto tenha uma dimensao muito maior. A
elaboracdo de um banco de dados, que armazene os movimentos efetuados pelo usudrio, através do seu
rastreamento, permitird a anélise das acdes dos usudrios no processo de aprendizagem.

A utilizacdo da linguagem JAVA possibilitard a utilizagao do sistema em rede pela Internet,
facilitando a implementacdo das caracteristicas de colaboracgao.

O reconhecimento de voz permitird o comando do sistema sem a utilizacao do teclado.
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Abstract

It can be argued that virtual reality systems constitute the most sophisticated form of man-
machine communication. Data manipulation and interactions are often carried out by using
multimodal interfaces, such as mouse, special gloves, voice command, and hand gestures. In this
short paper we present a research project to develop a framework to integrate multimodal
interfaces into existing virtual reality systems, in particular the so called augmented reality
systems. The on-going work is concerned with the integration of a voice recognition input
interface into augmented reality systems for education.

1. Introducao

Sistemas de Realidade Virtual (RV) podem ser considerados como a forma de
comunicacdo homem-maquina mais sofisticada atualmente disponivel, possuindo um alto grau de
imersdo e interagdo com o usudrio. Uma especializacdo de sistemas de RV € a chamada realidade
aumentada, uma tecnologia que faz com que a visdo que o usudrio tem do mundo real seja
aumentada com a inclusd@o de elementos adicionais criados pelo computador. Aplicagdes para
realidade aumentada sdo encontradas em diversos dominios, como por exemplo medicina
(cirurgias), industrial (manutencdo de mdaquinas), arquitetura, decoracdo, etc. A manipulacdo de
dados e informagdes multimodais é um fator chave para a coordenagcdao adequada dos diversos
elementos compondo um sistema de realidade aumentada, concentrando boa parte dos aspectos
técnicos envolvidos. Uma tarefa fundamental no projeto de interfaces para realidade aumentada é
0 suporte para orienta¢io, navegacao e manipulacdo de objetos em um espaco tridimensional (3D).
Interface multimodal é aquela capaz de suportar dois ou mais modos de intera¢cdo com o usudrio,
como, por exemplo, mouse e comando de voz, estando normalmente integrada a um sistema
multimidia [2]. O objetivo desta nova classe de interfaces € reconhecer de forma mais natural a
maneira pela qual os seres humanos se expressam. Exemplos de modalidades incluidas nesse tipo
de interface incluem desde dispositivos tradicionais como teclado e mouse, até outros mais
sofisticados como reconhecimento de voz e gestos manuais.

Este artigo apresenta um resumo de um projeto em andamento, cujo objetivo € o
desenvolvimento de interfaces multimodais que possam ser utilizadas em uma variedade de
sistemas de realidade virtual e realidade aumentada, incluindo sistemas para ensino e treinamento,
comércio eletronico, etc. Na primeira fase deste projeto serdo desenvolvidas interfaces baseadas no
reconhecimento de voz, as quais deverao ser estendidas mais tarde para suportar o reconhecimento
de linguagem natural. As interfaces desenvolvidas deverdo integrar-se as interfaces graficas
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atualmente empregadas em sistemas baseados na linguagem X3D, ou em sua versdo anterior,
denominada VRML [6]. Numa fase seguinte outras formas de interface serdo consideradas, como
por exemplo, reconhecimento de gestos.

2. Arquitetura do Sistema

A suposicao de que os ambientes virtuais considerados serdo implementados usando X3D
induziu a defini¢do de que a interface de navegacgao deste sistema serd baseada na funcionalidade
oferecida por browsers X3D. Esta decisdo visa facilitar a integracdo das interfaces multimodais
desenvolvidas em sistemas existentes. Conforme mostrado na Figura 1, a integracdo de mdédulos
de interface adicionais € feita através do uso de APIs para conectar a cena X3D a programas na
linguagem Java. Isso € feito através da SAI (Scene Authoring Interface), a qual permite que
aplicacdes implementadas em Java interajam dinamicamente com a cena 3D. A implementacdo
pode ser na forma de n6s do tipo script, ou ainda applets Java. Dessa forma, comandos externos ao
browser podem ser enviados via SAI, e também informagdes de estado sobre a cena podem ser
enviadas do browser a aplicagdo externa.

Apple //////////
el —— [ | — | €

Grafo de Cena

— | | —

Figura 1. Interacio de programa Java com grafo de cena X3D, via SAIL

Conforme mencionado, na primeira fase deste projeto pretende-se integrar um modulo de
reconhecimento de fala ao sistema de realidade virtual. Isso pode ser particularmente util em
aplicagdes do tipo “maos e olhos ocupados”, possibilitando ao usuario uma forma alternativa de
enviar comandos ao sistema. Um exemplo desse tipo de interacdo ocorre em aplicacdes nas quais o
usudrio segura um determinado objeto (usando uma luva especial ou mouse) e solicita informacoes
sobre esse objeto via comandos de voz. Usando essa estratégia o usudrio poderia obter as
informacoes desejadas geradas por um sintetizador de voz, sem contudo desviar a ateng¢do da sua
tarefa principal.

A integracdo do reconhecedor de voz a outros dispositivos de interface devera ser feita
conforme o diagrama da Figura 2. Essa integracdo ocorre externamente ao browser X3D, uma vez
que em geral este ndo oferece suporte adequado para essa tarefa. A integracdo consiste
basicamente na seguinte sequencia de eventos: a) reconhecimento de comando de voz vadlido,
através de um reconhecedor autdbnomo; b) transformacao do comando no seu equivalente, através
de um applet Java; c) envio do comando ao grafo de cena, via SAI; d) modificacdo correspondente
do grafo de cena.

Deve-se notar que a possibilidade de uso de véarios dispositivos de interface
simultaneamente exige alguma forma de tratamento para a resolugdo de conflitos, determinagdo de
prioridades, e outras situagdes resultantes da emissdo de comandos concorrentes. Em nosso
sistema o tratamento de conflitos serd efetuado por um moédulo integrador, encarregado de ler os
diversos comandos de entrada e produzir um comando vélido e ndo ambiguo. Este comando €
entdo enviado ao grafo de cena X3D, via SAIL O integrador de comandos deverd ainda manter
informacdes sobre o estado do mundo virtual, o que € necessdrio para verificar a validade dos
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novos comandos enviados pelo usudrio. Um exemplo desse tipo de arquitetura encontra-se descrito
em [1].

Mouse Teclado | -veveevcrersmverarennes Voz

Integrador de
Comandos

Q)?

Figura 2. Integracio de diversos dispositivos de entrada ao mundo virtual.

. | Mundo Virtual

3. Interface de Comando de Voz

O reconhecimento de comandos de voz serd feito através de um sistema especifico para
essa funcdo. Reconhecedores de voz automaticos tem sido desenvolvidos hd pelo menos 30 anos,
porém apenas a partir da metade dos anos 90 alcancaram maturidade suficiente para uso em
aplicacoes reais [3]. Os maiores desafios para a construg¢do de tais sistemas sdo as estratégias de
reconhecimento a serem empregadas, € a constru¢do de uma base de dados contendo um
vocabulario grande o suficiente para atender um determinado contexto. Além disso, as esperadas
variagdes de prontincia devem ser levadas em conta, caso contrdrio a eficiéncia do sistema pode
ficar comprometida. Tudo isso faz com que a maioria das aplica¢des utilizando recursos de
reconhecimento de fala utilizem pacotes desenvolvidos por terceiros, uma estratégia também
adotada neste projeto. Inicialmente, dois sistemas existentes foram avaliados para uso neste
projeto:

e [BM Via Voice [5]: Reconhecedor cuja precisdao depende do usudrio, ou seja, necessita
de treinamento para adaptar-se a sua voz e sotaque. Possui um grande vocabuldrio
embutido, e interface para applets Java.

® Nuance [4]: Reconhecedor que permite ao usudrio modelar a tarefa de reconhecimento
em estados, cada um deles sendo responsdvel por um segmento de conversagdo. O
reconhecimento ¢é feito dentro de um determinado contexto, porém nao hi a
necessidade de treinamento com o usudrio final. Também possui interface para applets
Java.
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As caracteristicas do reconhecedor da Nuance sio mais apropriadas para o tipo de
interacdo e uso que ocorre em sistemas de realidade virtual, principalmente no que diz respeito a
modelagem de didlogos dependentes do contexto. Por esse motivo, esse sistema foi adotado para o
desenvolvimento do nosso primeiro protétipo da interface de voz para realidade virtual.

4. Conclusao

Este artigo descreveu de forma resumida um projeto em andamento para incorporacido de
interfaces multimodais em sistemas de realidade virtual implementados em X3D. Na sua primeira
fase serd incorporada uma interface de reconhecimento de voz, capaz de reconhecer e interpretar
comandos dentro de um determinado contexto. Pretende-se também utilizar recursos de
sintetiza¢do de voz, util como forma adicional de comunica¢do do mundo virtual com o usudrio.
Em uma segunda etapa essa interface serd aperfeicoada para interpretar comandos em linguagem
natural. Também estamos considerando a implementacdo de um outro tipo de interface, baseada
no reconhecimento de gestos. Nesse caso, dispositivos especiais deverdo ser desenvolvidos,
possivelmente utilizando-se hardware reprogramével na forma de FPGAs.
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Abstract

The most efficient 3D acquisition system uses the principle of laser triangulation or the
principle of time of flight — TOF. In the systems based on triangulation, the reach and the depth
variation are very limited, but it has a great precision. On the other hand the opposite occurs to the TOF
systems where it has a low precision, and a great reach and depth variation [1]. This work describes a
project and implementation of a 3D acquisition system, with greater precision and reach than
traditional laser triangulation 3D scanners, and it’s as versatile as TOF systems. An initial prototype of
this system had been developed showing the resolution of 0.19mm, 0.25mm and 0.06mm for x, y and z
respectively at 20cm of distance between the sensor and the object. This prototype produces
satisfactory results at 20cm to 2m of depth.

1. Introducao

A computagdo grifica nos permite criar imagens realisticas do mundo 3D. Mas antes que essas
imagens possam ser geradas, modelos graficos do mundo devem estar disponiveis. Tradicionalmente
esses modelos sdo obtidos por modelagem 3D, um processo muito demorado e limitado em realismo de
detalhes. Esse trabalho descreve o projeto e constru¢do de um sistema automdtico de aquisi¢do de
informacdes 3D de objetos reais usando sensores de distancia. O sistema de aquisicao de objetos 3D
em questdo € de alta resolucdo, e visa aplicacdes nos mais diversos segmentos civis € governamentais.
Os beneficios deste projeto podem ser definidos pelo conjunto de possiveis aplicacdes e servicos:
mapeamento de cavernas; inspe¢do de falhas estruturais em represas, pontes, torres e prédios;
prototipagem rapida e reengenharia; mapeamento topoldgico [2]; constru¢do de museus virtuais; estudo
de como as estdtuas foram criadas [3]; cdlculo volumétrico, drea de superficie e estimacido de massa;
imageamento da estacdo espacial internacional [4]; cinema; e animacao 3D.

3. Descricao do Projeto e Construcao do Sistema de Aquisicao de Informacoes 3D

O sistema € constituido de varios mddulos de hardware sob gerenciamento do software de
controle que comanda o sensoriamento e o sistema de varredura. Quando termina a operacdo, o
software de controle passa a fun¢do para o estimador de profundidade que transforma os dados brutos
em uma nuvem de pontos que passa por um processo de remontagem.

3.1 Hardware

O hardware do sistema € composto de uma camera de video, uma placa de captura de video, um
projetor de laser, controlador de movimento, motor com encoder, redutor mecanico e um gerador de
linha. A placa de captura é controlada por uma API de captura de video e o laser é acionado pelo

25



controlador de movimento do sistema de varredura. Todos esses médulos sdo por sua vez acoplados a
um microcomputador.

3.2 Varredura

O sistema de varredura deve cobrir toda a superficie da cena desejada. Para tanto, deve existir
um controlador de movimento € um motor com encoder para cada um dos trés eixos de varredura
descritos a seguir. A camera e o laser possuem controles independentes de rotacdo no eixo-Y (vertical)
e rotacionam em conjunto no eixo-X. O controlador de movimento comanda o posicionamento do
motor, a velocidade e a aceleracdo, pela interface RS-232 do microcomputador. O sistema também
controla o campo de visdo da camera ( FOV - field of view ).

Inicialmente € feita uma aquisi¢do prévia, com baixa resolu¢do e FOV no maximo com a
camera apontando para o centro da cena para determinar a distdncia méxima D (entre a camera € o
objeto 3D). Para a determinacdo dessa distdncia maxima a varredura € feita apenas pelo laser,
mantendo a camera parada. Em seguida o FOV ¢ ajustado de acordo com a definicdo desejada pelo
usudrio (quanto menor for o FOV maior a precisdo e menor a varia¢do de profundidade) e entdo é feita
a varredura no eixo-Y (vertical) rotacionando a camera e o laser em conjunto de modo que o angulo do
laser @ esteja
relacionado ao dngulo da cimera & , como mostrado a equagdo 1:

6 =tan" D para D >0
D/(tan(er — (1/2)) +b) D/tan(a—(A/2))+b

D

D <0
D/tan(ar—(A/2))+b (equagdo 1)

6 =tan™
(D/(tan(a' —(A12))+b

)j +180 para

onde b é a linha de base, distancia entre a cAmera e o laser, e 4 é o FOV. A movimentagdo é feita
dessa forma para que o laser seja projetado nos pixels mais a direita da imagem (em um sistema com o
laser do lado esquerdo e a camera do lado direito). Como a distancia maxima D € conhecida, o sistema
nunca vai precisar fazer a aquisi¢cao em lugares mais distantes.

ApO6s terminar a varredura de uma linha o sistema rotaciona o conjunto laser-camera no eixo-X
e continua fazendo a varredura no eixo-Y até cobrir toda a drea da superficie. Em seguida o sistema
determina as regides que excedem a variacdo de profundidade d e atualiza a distancia maxima D para
D-d e ajusta o FOV A para que o campo de profundidade continue sendo igual ao d anterior. Se esse
ajuste nao fosse feito a variacdo de profundidade seria cada vez menor.

O sistema refaz a aquisi¢do nas dreas mais proximas que D-d. Esse processo se repete até que
nao haja mais regides fora do campo de profundidade. A aquisi¢do € feita por camadas, aproveitando
melhor a matriz de CCD (Charged Couple Device), obtendo-se maior precisao nas leituras de distancia,
maior alcance e maior variagdo de profundidade, além de serem necessarios menos aquisi¢cdes que os
sistemas de triangulacdo laser convencionais, possibilitando maior versatilidade.

3.3 Software de determinacio da informacao 3D

O software de determinacao da informacdo 3D € uma rotina que tem como entrada a seqiiéncia
de video, que inicialmente passa por um processo de correcido de distor¢do [5] causado pelos
parametros intrinsecos da camera, depois passa por um processamento de imagens, onde a reflexdo do

26



laser € segmentada da imagem, aplicando-se filtragem mediana para eliminacao de ruido, detec¢io de
bordas utilizando filtro de Sobel [6] ou Canny [7] (resultados melhores, porém a um alto custo
computacional) e limiarizagdo para tornar a imagem bindria. A informacao de profundidade € estimada,
analisando o deslocamento horizontal de cada pixel, criando uma nuvem de pontos.

A camera que tem comprimento focal f, deve ser localizado na origem a um angulo & em
relacdo a linha de base e o laser deve ser configurado de forma que emita o padrao de luz em um
angulo 6 em relagdo a linha base (a distancia entre o projetor e a camera € a linha de base »). Um ponto
(X,Y,Z) no espago real é projetado na camera no pixel (u,v), de forma que as coordenadas reais dos
pontos sdo dados pelas equacdes 2, 3 e 4, para as coordenadas X, Y e Z, respectivamente:

u(b-tane-tan(90—0{)j/sen(90_a)

tan(90 — ) + tan @
fcot(@+90—a)—u

v(b-tané’- tan(90—0{)]/sen(9o_a)
Y

(Equacao 2)

_ tan(90 — ) + tan 8 (equagio 3)

feot(@+90—a)—u

f (b -tan @ - tan(90 — ) j/sen(90 - Q)
7 tan(90-a)+tan @

fecot(@+90—a)—u

(equacdo 4)

Os parametros f, b, € sdo conhecidos pela configuragao do equipamento e a localizacdo dos
pixels u,v sdo encontradas por uma simples deteccdo de pico percorrendo a linha de varredura da
imagem. As equacdes 2, 3 e 4, foram modificadas em relagdo as originais de triangulagcdo[8] para
poderem admitir rotacdo da camera.

4. Resultados e Conclusoes

Esse projeto foi desenvolvido em duas fases sendo que, na primeira, a varredura € feita apenas
pelo laser e com campo de visdo fixo. Esse protétipo ja foi construido e testado. Atualmente ele utiliza
um motor com encoder de 512 pontos e dois canais (que proporcionam 2048 posicdes) ligados a uma
reducdo mecanica de 3,9:1 obtendo-se resolucdo de 0.04525° e laser de 650nm Smw ligado a um
gerador de linha de 60°. A resolugdo do sistema de aquisicdio € de 640x480 pixels a 30
quadros/segundo. A figura 1, mostra um quadro de uma seqiiéncia de aquisi¢do de video (a), que é
utilizada para a criacdo de uma nuvem de pontos (b) e posteriormente passa por um processo de
poligonizacdo gerando uma mesh triangular (c). Esse protétipo produz resultados satisfatérios de 20cm
a 2m e estard sofrendo modificagdes no motor que terd uma reducio integrada de 879:1 e camera com
resolucao ajustdvel entre 1280x1024, a 24 quadros/segundo, e 640x480, a 90 quadros/segundo. Como o
laser e a camera ndo sdo coaxiais, algumas dreas do padrdo de projecdo podem ser escondidas por
outras superficies que fazem parte do préprio objeto. Uma melhor definicao pode ser feita pelo sensor
aumentando-se a linha de base b. Entretanto, o problema de oclusdo aumenta. Uma possivel solugao
para esse problema € uma configuracio com duas cimeras ou duas fontes de luz e integrar as
informacdes. A segunda fase do projeto consiste do sistema com varredura completa e controle do
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campo de visdo da camera. Essa fase estd em estado de teste em ambiente virtual para determinacdo de
segmento de aplicacdes e teste de algoritmos.

(b)

Figura 1: quadro aquisicdo (a), nuvem de pontos (b) e mesh triangular (c).
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Abstract

The “VOID” project (founded by the Langlois Foundation, Canada; and supported by the
V2_Lab, at the V2_Org in the Netherlands) is a work in progress that intends to create an interaction
that introduces the user to an observational situation that is continuously eroding the position of the
user as a super-observer (an observer that doesn’t influence the object observed, as seen in the
Classical Objectivity). The user, while indirectly investigating and observing the properties of a
supposed internal reality accessed through an interface, is induced to realize that there’s nothing to see
there despite the interface itself. The interface is its own observed volatile object, which is continuously
disturbed by the presence of the user. In this event without horizon, its borders are the borders of the
interface (which could make “palpable” the walls of the Cartesian prison?). Like this, it intends to
reverse the situation of an object-centred stage to a contextual and observer-oriented one; objectivity
to observerrelativity. From autonomy to covariance, from dictatorship of subjectivity to the world of
the machine.

1. The VOID interface

The user will experience an augmented reality interaction with a hermetic object that is

configured by 5 main elements:

- An acrylic sphere (whose internal surface is a mirror), 700 mm diameter;

- 8 sound speakers: they are attached outside the sphere, using the sphere as a resonant
material.

- An endoscopic prosthesis, for visiting the internal space of the sphere; this prosthesis
consists in a stereoscopic camera and light source (to provide images from inside), high
sensitive microphone (to receive the sound from inside. The sound will be used as data for
the system). This group of elements (the head of the prosthesis) is connected to the outside
through an arm. This arm can be pulled/pushed toward inside/outside, can rotate and spin
with full degrees of freedom.

- Second camera: static point of view from the interior part of the sphere.

- Projections: The visualization of the internal images will be provided by 2 projections (one
is stereoscopic and the other is a simple “mono” projection. They are isolated from each
other), showing 2 different aspects from the events inside the sphere.

Technically and briefly described, the dynamics of the installation “VOID” would work like

described below.

Introduced inside the sphere there is a tube on whose extremity there is a stereoscopic camera.

This camera is filming the internal surface of the sphere, showing its reflexes to the user. The images
captured inside are synchronized and calibrated by digital means and then filtered through real-time
video effects software. The result is shown on a big stereoscopic projection in front of the user.
Attached to the camera there is a light source and a microphone. This microphone is receiving the
sound output produced by the 8 speakers symmetrically distributed outside the surface of the sphere.
These special speakers use the sphere as a resonance box. Its sound is generated by the presence of the
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microphone. By moving the camera/mic/light, the user makes the mic and the speaker react to each
other, producing a feedback effect. This feedback is used as material for triggering different
mechanisms in the installation. For example: The feedback signal is read by the real-time video
software that uses the sound variations (pitches and amplitude) to change the intensity of its effects.

In another room, a second image is projected. It comes from the second static camera based in
the bottom of the sphere. This image has no digital distortion. Through internet, users can access a map
with information about the activities inside the sphere.

In the process of showing itself to the user, the interface seduces him/her to follow certain
time/spatial paradoxes [3]. These paradoxes are created by the intrinsic optical qualities of the
materiality of the interface (reflexes), and artificially amplified by the digital processing of some traces
from the user presence. In order to do that, the interface relies in a system that processes sound inputs,
triggered by the user, that are converted into parameters for a visual output (stereoscopic video
projection).

2.1 - Stereovision Technology

The technology for “VOID” is a experiment under development based on an extensive research
through documentations that deals with stereo video made in post production (where recorded footage
from two parallel cameras receives digitally filters and multiplexing by non-linear edition).

The lack of information concerning real-time stereo video images points to the absence of
experiments with such technology. I believe that the reason is the difficulty to process a huge amount
of data by digital means. Because of that, I decided to produce a hybrid system (analogical and digital)
where the part of the process that is constant (RGB filtering and multiplexing) will be done
analogically (this part in the systems that I have researched normally is done digitally). The part of the
system that needs a dynamic processing, due to the continuous variation of parameters, will be done
digitally. With such strategy, I can ensure a real-time interaction between the user and the system.

The anaglyph method for stereo vision consists on addressing separately each image from the left
and right cameras to the left and right eyes, respectively [2]. In order to do that, the image that comes
from the left camera will be filtered, by throwing away the red signal from the video signal, keeping the
other 2 ones (green and blue = cyan). The image from the right camera will be filtered as well, but
throwing away the blue and green signals and keeping the red one. Both images are then showed
almost simultaneously to the user (the cyan and red images will alternate 60 times per second). By
using red/cyan glasses, the eye with the cyan lens will access the red images. The eye with the red lens
will access the cyan images. This combination will recover the stereo points of view from the cameras.

The challenge was to develop a analog system that should filter the signals from the cams and put
then back together in only one signal, like showed at figure 1. This signal would then be sent to the
computer to receive real-time digital effects. By centralizing the digital part of the video processing in
only one computer I could avoid losing the sync between the cams. By keeping the filtering/adding
process done by analogical electronic circuits external to the computer, I could save processing power
from the computer. Like that, the computer only has to deal with the real-time effects (the output from
the computer is not an interlaced image, which makes impossible the use of shutter glasses).
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Figure 1 — Project Overview of the electronic components of VOID

2.2 - Spatial Paradoxes

The effect described above is one possibility for expanding the already embedded optical
qualities of the concave geometry of the sphere. “Coincidentally”, inside the sphere some very similar
spatial and cognitive paradoxes are also observed. The recursive reflexes inside the sphere produce a
myriad of strange and counter-sense phenomenons: when observed with stereoscopic vision the
prosthesis seems to clone itself in several imperfect tridimensional “copies” (distorted, inversed and
reversed by the spherical surface). Those copies really seem to be tridimensional ones. It is very often
that an observer even can’t say which one is the “original” (PS: there were occasions that I looked
directly into the sphere’s surface and it was quite hard to distinguish one image from another). These
reflexes have a liquid behaviour: they look like floating in an ethereal fluid, shaping and dissolving
themselves continuously.  When using the stereo camera, the user could go trough these
swimming/melding entities that are “reacting” (or actually created) to (by) his movements.

When investigating such environment, I had a very high degree of difficulty to find a spatial
orientation. The reflexes inversions (left/right, up/down) produce the following sensation: depending
on the position of the camera, I could see an element in the left side of the image that interests me. I
want to reach it, so I move the camera to the left, toward that element.

Something very strange happens: everything in the image moves to the right. It means that more
left I wanted to go, more toward the right I moved myself. But there is even a better example listed
below.

There is a special situation when you move the camera toward the reflexes and the reflexes
simply moves back, getting away from you. You want to go closer and move the camera forwards but
what actually happens is that you move backwards. This phenomenon happens if you move the camera
from the surface (at you’re your back) toward the center of the sphere.

2.3 - Reference Swifting
Those cognitive paradoxes (that can’t be observed in plain or convex mirrors) inspired me to the
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following supposition: If the memory would be independent of a spatial localization of the neuronal
cells and its particles, like an outsider super-observer [1], when we hypothetically move everything
(particles, sub-particles, sub-sub-particles, etc) that is in the left side toward the right side (including
the brain’s cells) and vice-versa, we could experience the phenomenon I described above: we would
move to the right while “moving to the left” (the memory would recall the former state and positions of
the particles and would put that in confrontation to what is really happening in that “now”). In
“Quantum” terms [5], this reference’s swifting could also be understood as jumps into parallel
possibilities of one’s reality. In the case of this interface, it means that the user is not only seeing
reflexes or copies of an initial original object but also moving his/her point of view into those copies
perspectives. Like that, the images inversions and reversions of the space/object represent the virtual,
the potential, the possibility, what haven’t come to be realized yet, and maybe wont be [4]. They are
not even repetitions provided by the reflexes. They are entities with their own “now”, created by the
user’s presence. Therefore, when you look inside, what you see is not a mirror. There is no mirror.
What you see is a rubber-like topologic hypersurface formed by possibilities, potential observers, even
yourself as a potential observer, being distorted by the interference of your own observation [6].

This irresponsible inference lead me to the following decision for the interface I will work with:
I could digitally intensify even more those analogical reflexes distortion to produce a more radical
space/time malleability, making the idea of the “jumps” more tangible for the user. With this I don’t
want to be explicit, but only reinforce the physical qualities of this internal space, by subtly provoking
a cognitive irritation in the user, during his/her attempt to investigate it.
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Abstract

The main of this study is to evaluate Augmented Reality interfaces and their contribution to the
development of hearing impaired chidren’s cognitive. This work is based on theory of constructionism
which primary idea is that the knowledge is not transmitting, but each person should to construct the
knowledge through individual and collaborative experiences. It was utilized the Heuristic analysis to
evaluate Augmented Reality interfaces.

1. Introducao

A possibilidade de interacdo entre imagens reais e virtuais que ocorre através da Realidade
Aumentada (RA) pode oferecer ao usudrio maiores informagdes sensitivas, facilitando a associagdo e
a reflexdo sobre a situagcdo. Os sistemas de Realidade Aumentada permitem que o usudrio decida sobre
os ambientes, compondo cenas de imagens tridimensionais geradas por computador misturadas com
imagens reais, aumentando as informagdes do cendrio e oferecendo condi¢des para a imersao no
ambiente criado. “A principal caracteristica destes ambientes € que as informac¢des do mundo real sdao
utilizadas para criar um cendrio adicionado com elementos sintéticos gerados por computador” [3].

Segundo Valente [6], o computador é uma ferramenta que deve ser explorado para oferecer
condi¢des ao aluno desenvolver-se em um ambiente que favoreca a construcdo do conhecimento
voltado para o “aprender para a vida” (p.39). Para Massetto [4], os ambientes educativos devem
oferecer condi¢des que possibilitem a criacdo, devem ser espacos agradaveis, a aula deve permitir
aplicag0es praticas e a relagdo do conhecimento com experiéncias apoiadas e realidade do aluno.

Papert [5] ndo questiona o valor da instru¢do, mas enfatiza que o importante € que as criancas
descubram por si novos conhecimentos e, para ocorrerem essas descobertas, é importantes a relagdo do
novo com a experiéncia anterior. No construcionismo, a aprendizagem ocorre quando a crianga estd
engajada e utiliza, de forma consciente, estratégias de resolu¢do de problemas para a construcio
significativa.

Tendo por objetivo avaliar interface de ambiente de realidade aumentada para facilitar o
desenvolvimento cognitivo da crianca surda, esta proposta foi construida e estruturada a partir do
referencial tedrico do Construcionismo. A idéia central € que o conhecimento nio € transmitido, cada
individuo tem que reconstruir o conhecimento através de experiéncias individuais e coletivas. Para
andlise da Interface foi utilizado procedimento de andlise Heuristica.
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1.1 Realidade Aumentada e a Intervenciao com Criancas Surda

E muito freqiiente a crianca surda ndo ter comando sobre a linguagem oral. Assim, a
formulacdo de perguntas verbais, por parte de profissionais, ndo é adequada, pois freqiientemente as
criancas ndo entendem. Portanto, ndo podem demonstrar conteidos aprendidos ou elaboragdes
associativas e reflexivas. Deve-se, entdo, proceder observando os comportamentos, identificando como
realizam operacdes complexas que necessitam de contetidos abstratos, e verificar como ocorrem os
processos cognitivos sem a representacdo da linguagem oral.

Trés caracteristicas podem ser consideradas relevantes em ambientes de Realidade aumentada:
1) ¢ um ambiente virtual gerado sinteticamente por computador, que exige alto grau de realismo; 2) é
interativo e 3) o usudrio € imersivo no ambiente. A diferenca bésica entre sistemas de Realidade Virtual
e Aumentada estd no grau de imersividade. Em sistemas de realidade virtual o senso de imersao esta
sobre o controle do sistema, em contraste ao de Realidade Aumentada, o mundo real € aumentado e o
usudrio passa ser um elemento participativo, em que imagens virtuais sao misturadas com reais para
criar “senso de visdo” aumentada.

A interface deve ser adequada considerando as necessidades do usudrio. Desta forma, para a
crianca surda € necessdrio oferecer ambientes com recursos visuais que garantam e superem as
necessidades auditivas. Todas as informacdes devem ser planejadas para que a crianga consiga executar
as atividades de forma motivadora. Os reforgcadores utilizados devem garantir que a crianga tenha
interesse e, principalmente, retenha as informacdes e realize associagdo e reflexao sobre as atividades.

1.2 Breves Consideracoes sobre o Construcionismo

Construcionismo €é um termo utilizado por Papert [5] para explicar como um processo educativo
pode ocorrer de forma a garantir ao aluno a constru¢do de um novo conhecimento. Papert destaca a
importancia das relagdes sociais e do engajamento da crianca de forma a garantir o envolvimento nas
situacdes novas considerando as vividas anteriormente. Valente [6] considera que no Construcionismo
a crianga constréi alguma coisa através do fazer, motivado pelo envolvimento afetivo.

Para Schuliinzen [8] o ambiente Construcionista, deve ser favordvel ao interesse da crianga,
deve ser um ambiente contextualizado e significativo. O problema deve emergir da necessidade dos
usudrios que devem decidir resolvé-lo com o auxilio do computador. Nesta abordagem, o profissional
deve ter preparo para utilizar a tecnologia e aproveitar os recursos que as ferramentas podem oferecer
de forma a garantir flexibilidade intelectual, capacidade de criar, inovar e, principalmente, enfrentar o
desconhecido para promover o desenvolvimento.

2. O estudo sobre a interface do ambiente

Os métodos de avaliacdo de interface podem, ou ndo, envolver usudrios. A Avaliacdo Heuristica
permite uma avaliacdo global da interface, sendo eficaz na detec¢do de erros e facilitando sua melhoria.
Neste modelo destacam-se algumas regras: o sistema deve usar a linguagem do usudrio e nao termos
técnicos; deve-se seguir um padrdo no uso de palavras, agdes ou situacdes; o design deve prevenir os
erros; as informacdes contidas no sistema devem ter relevancia para evitar competi¢ao de informagdes
e conseqiiente ambigiiidade; ajudar os usudrios a reconhecer, diagnosticar e corrigir erros, etc.

A opcdo por este método de avaliacdo estd relacionada a investigacdo dos Sistemas de
Realidade Aumentada, pois é uma drea nova e que necessita uma ampla investigacdo em todas as
etapas do desenvolvimento. Assim, avaliamos que seria mais adequado nao envolver o usuario

crianca surda.
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O ambiente de Realidade Aumentada foi desenvolvido utilizando o software Artoolkit, que é
um aplicativo disponivel na Internet. Para sua utilizacdo é necessario cadastrar, através de uma camera
e video (Webcan) algumas imagens de marcadores e associar, a cada um, um objeto virtual.

BORDA BRANCA

BORDA PRETA

SIMBOLO

Figura 1- Visualizacdo de objeto virtual e da placa no monitor.

Assim, quando se coloca a imagem de um marcador na frente da Webcam, o aplicativo faz o
rastreamento (“leitura”) desta imagem e sobre esta se sobrepde o objeto virtual associado a ela
anteriormente. Para esta associacdo € necessdrio que o aplicativo capte a imagem por completo.

Objetivando estudar e avaliar a interface foram realizados dois experimentos. Inicialmente,
foram utilizados os objetos virtuais do proprio aplicativo. As figuras virtuais utilizadas foram: a figura
estatica representada por um boneco de neve (Fig. 2), disco voador animado (3D), que fica suspensa e
gira em circulo e um E.T. (3D) que balanca a cabeca e mexe os bragcos. Apds essa etapa inicial de
reconhecimento do aplicativo, foram realizados testes com objetos (figuras) virtuais retirados da
Internet. Estes objetos foram associados a imagens que nao apresentavam conexao alguma entre eles.
Os objetos utilizados foram: Homem Aranha, figura plana, tipo foto e estdtica; Dobby (elfo doméstico
do filme Harry Potter), figura plana, estitica e desfocada; Yugioh (personagem de desenho infantil),
figura plana, estdtica, tipo recortada.

Posteriormente, as placas (imagens) continham determinado nimero, de 1 até 5. Estes nimeros
foram associados a figuras virtuais de personagens de desenhos infantis, retirados da Internet, de forma
que o nimero relacionava-se a quantidade de personagens virtuais.

Nesta etapa foram utilizados placas de madeira nas mesmas dimensdes do quadrado do Bloco
Légico (brinquedo infantil) para facilitar a sensacao tatil da crianga, e os simbolos (numerais)
foram fixados aos blocos. (Fig. 3 e 4).

3. Discussao e trabalhos futuros

Constatamos que os fatores movimento e tipo de imagem podem tornar o ambiente mais
agraddvel ao usudrio. As figuras de personagens de filmes infantis, por apresentarem em suas
caracteristicas imagens estdticas e em duas dimensoes, determinaram dificuldades na atencdo e menor
interesse para estimulacdo. Verificamos que as figuras em trés dimensdes animadas determinaram
maior facilidade para ocorrer o processo de atencao e maior motivagdo quanto a interacao.

Concluimos que o estudo dos fendmenos da percep¢cdo humana é importante no design de
interfaces, isso porque o “usudrio deve ‘perceber’ as informacgdos apresentadas na interface através dos
sinais que a constitue”[1].
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Figura 2- Boneco de Neve  Figura 3- Homem Aranha  Figura 4. objetos relacionados ao
numeral.

Verificamos que nos Sistemas de Realidade Aumentada € possivel explorar a percepg¢ado visual e
tatil através de experiéncias com equipamentos que garantam a imersdo, mesmo sem a utilizacdo de
periféricos como 6culos, capacete e luva utilizados em experimentos de realidade virtual, e podem
garantir que o processo de abstra¢do ocorra facilitando as fases do processo cognitivo. Outra vantagem
do Sistema de Realidade Aumentada estd relacionada ao custo, pois € possivel o desenvolvimento de
ambientes relevantes e interessantes para a crianca utilizando materiais acessiveis e disponiveis nos
laboratérios de informética das escolas.

A partir destes experimentos, deverdo ser construidos ambientes interativos que garantam a
abstracdo em atividades reflexivas para resolu¢cdo de problemas complexos de ci€ncias.
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